
Chapter 14 

Index Structures

It is not sufficient simply to scatter the records that represent tuples of a relation 
among various blocks. To see why, think how we would answer the simple query 
SELECT * FROM R. We would have to examine every block in the storage system 
to find the tuples of R. A better idea is to reserve some blocks, perhaps several 
whole cylinders, for R. Now, at least we can find the tuples of R  without 
scanning the entire data store.

However, this organization offers little help for a query like

SELECT * FROM R WHERE a=10;

Section 8.4 introduced us to the importance of creating indexes to speed up 
queries that specify values for one or more attributes. As suggested in Fig. 14.1, 
an index is any data structure that takes the value of one or more fields and 
finds the records with that value “quickly.” In particular, an index lets us find 
a record without having to look at more than a small fraction of all possible 
records. The field(s) on whose values the index is based is called the search key, 
or just “key” if the index is understood.

value
m atching

records

Figure 14.1: An index takes a value for some field(s) and finds records with the 
matching value
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Different Kinds of “Keys”

There are many meanings of the term “key.” We used it in Section 2.3.6 
to mean the primary key of a relation. We shall also speak of “sort keys,” 
the attribute(s) on which a file of records is sorted. We just introduced 
“search keys,” the attribute(s) for which we are given values and asked to 
search, through an index, for tuples with matching values. We try to use 
the appropriate adjective — “primary,” “sort,” or “search” — when the 
meaning of “key” is unclear. However, in many cases, the three kinds of 
keys are one and the same.

In this chapter, we shall introduce the most common form of index in 
database systems: the B-tree. We shall also discuss hash tables in secondary 
storage, which is another important index structure. Finally, we consider other 
index structures that are designed to handle multidimensional data. These 
structures support queries that specify values or ranges for several attributes 
at once.

14.1 Index-Structure Basics

In this section, we introduce concepts that apply to all index structures. Stor
age structures consist of files, which are similar to the files used by operating 
systems. A data file may be used to store a relation, for example. The data file 
may have one or more index files. Each index file associates values of the search 
key with pointers to data-file records that have that value for the attribute(s) 
of the search key.

Indexes can be “dense,” meaning there is an entry in the index file for every 
record of the data file. They can be “sparse,” meaning that only some of the 
data records are represented in the index, often one index entry per block of 
the data file. Indexes can also be “primary” or “secondary.” A primary index 
determines the location of the records of the data file, while a secondary index 
does not. For example, it is common to create a primary index on the primary 
key of a relation and to create secondary indexes on some of the other attributes.

We conclude the section with a study of information retrieval from doc
uments. The ideas of the section are combined to yield “inverted indexes,” 
which enable efficient retrieval of documents that contain one or more given 
keywords. This technique is essential for answering search queries on the Web, 
for instance.
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14.1.1 Sequential Files
A sequential file is created by sorting the tuples of a relation by their primary 
key. The tuples are then distributed among blocks, in this order.

E xam ple 14.1: Fig 14.2 shows a sequential file on the right. We imagine 
that keys are integers; we show only the key field, and we make the atypical 
assumption that there is room for only two records in one block. For instance, 
the first block of the file holds the records with keys 10 and 20. In this and 
several other examples, we use integers that are sequential multiples of 10 as 
keys, although there is surely no requirement that keys form an arithmetic 
sequence. □

Although in Example 14.1 we supposed that records were packed as tightly 
as possible into blocks, it is common to leave some space initially in each block to 
accomodate new tuples that may be added to a relation. Alternatively, we may 
accomodate new tuples with overflow blocks, as we suggested in Section 13.8.1.

14.1.2 Dense Indexes
If records Eire sorted, we can build on them a dense index, which is a sequence 
of blocks holding only the keys of the records and pointers to the records them
selves; the pointers are addresses in the sense discussed in Section 13.6. The 
index blocks of the dense index maintain these keys in the same sorted order as 
in the file itself. Since keys and pointers presumably take much less space than 
complete records, we expect to use many fewer blocks for the index than for 
the file itself. The index is especially advantageous when it, but not the data 
file, can fit in main memory. Then, by using the index, we can find any record 
given its search key, with only one disk I/O  per lookup.

E xam ple 14.2: Figure 14.2 suggests a dense index on a sorted file. The 
first index block contains pointers to the first four records (an atypically small 
number of pointers for one block), the second block has pointers to the next 
four, and so on. □

The dense index supports queries that ask for records with a given search- 
key value. Given key value K , we search the index blocks for K , and when we 
find it, we follow the associated pointer to the record with key K . It might 
appear that we need to examine every block of the index, or half the blocks of 
the index, on average, before we find K . However, there are several factors that 
make the index-based search more efficient than it seems.

1. The number of index blocks is usually small compared with the number 
of data blocks.

2. Since keys are sorted, we can use binary search to find K . If there are n 
blocks of the index, we only look at log2 n  of them.



622 CHAPTER 14. INDEX STRUCTURES

10
20
30
40

10

20

50
60
70
80

90
100
110 — —•

120 —

30
40

50
60

70
80

90
100

Index file Data file

Figure 14.2: A dense index (left) on a sequential data file (right)

3. The index may be small enough to be kept permanently in main memory 
buffers. If so, the search for key K  involves only main-memory accesses, 
and there are no expensive disk I/O ’s to be performed.

14.1.3 Sparse Indexes
A sparse index typically has only one key-pointer pair per block of the data file. 
It thus uses less space than a dense index, at the expense of somewhat more 
time to find a record given its key. You can only use a sparse index if the data 
file is sorted by the search key, while a dense index can be used for any search 
key. Figure 14.3 shows a sparse index with one key-pointer per data block. The 
keys are for the first records on each data block.

E xam ple  14.3: As in Example 14.2, we assume that the data file is sorted, 
and keys are all the integers divisible by 10, up to some large number. We also 
continue to assume that four key-pointer pairs fit on an index block. Thus, the 
first sparse-index block has entries for the first keys on the first four blocks, 
which are 10, 30, 50, and 70. Continuing the assumed pattern of keys, the 
second index block has the first keys of the fifth through eighth blocks, which 
we assume are 90, 110, 130, and 150. We also show a third index block with 
first keys from the hypothetical ninth through twelfth data blocks. □

To find the record with search-key value K , we search the sparse index for 
the largest key less than or equal to K . Since the index file is sorted by key, a
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Figure 14.3: A sparse index on a sequential file

binary search can locate this entry. We follow the associated pointer to a data 
block. Now, we must search this block for the record with key K . Of course the 
block must have enough format information that the records and their contents 
can be identified. Any of the techniques from Sections 13.5 and 13.7 can be 
used.

14.1.4 Multiple Levels of Index

An index file can cover many blocks. Even if we use binary search to find the 
desired index entry, we still may need to do many disk I /O ’s to get to the record 
we want. By putting an index on the index, we can make the use of the first 
level of index more efficient.

Figure 14.4 extends Fig. 14.3 by adding a second index level (as before, we 
assume keys are every multiple of 10). The same idea would let us place a third- 
level index on the second level, and so on. However, this idea has its limits, 
and we prefer the B-tree structure described in Section 14.2 over building many 
levels of index.

In this example, the first-level index is sparse, although we could have chosen 
a dense index for the first level. However, the second and higher levels must 
be sparse. The reason is that a dense index on an index would have exactly as 
many key-pointer pairs as the first-level index, and therefore would take exactly 
as much space as the first-level index.
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Figure 14.4: Adding a second level of sparse index

14.1.5 Secondary Indexes
A secondary index serves the purpose of any index: it is a data structure that 
facilitates finding records given a value for one or more fields. However, the 
secondary index is distinguished from the primary index in that a secondary 
index does not determine the placement of records in the data file. Rather, the 
secondary index tells us the current locations of records; that location may have 
been decided by a primary index on some other field. An important consequence 
of the distinction between primary and secondary indexes is that:

•  Secondary indexes are always dense. It makes no sense to talk of a sparse, 
secondary index. Since the secondary index does not influence location, 
we could not use it to predict the location of any record whose key was 
not mentioned in the index file explicitly.

E xam ple  14.4: Figure 14.5 shows a typical secondary index. The data file 
is shown with two records per block, as has been our standard for illustration. 
The records have only their search key shown; this attribute is integer valued, 
and as before we have taken the values to be multiples of 10. Notice that, unlike 
the data file in Fig. 14.2, here the data is not sorted by the search key.

However, the keys in the index file are sorted. The result is that the pointers 
in one index block can go to many different data blocks, instead of one or a few 
consecutive blocks. For example, to retrieve all the records with search key 20, 
we not only have to look at two index blocks, but we are sent by their pointers 
to three different data blocks. Thus, using a secondary index may result in
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Figure 14.5: A secondary index

many more disk I /O ’s than if we get the same number of records via a primary 
index. However, there is no help for this problem; we cannot control the order 
of tuples in the data block, because they are presumably ordered according to 
some other attribute(s). □

14.1.6 Applications of Secondary Indexes
Besides supporting additional indexes on relations that are organized as sequen
tial files, there are some data structures where secondary indexes are needed for 
even the primary key. One of these is the “heap” structure, where the records 
of the relation are kept in no particular order.

A second common structure needing secondary indexes is the clustered file. 
Suppose there are relations R  and S, with a many-one relationship from the 
tuples of R  to tuples of S. It may make sense to store each tuple of R  with the 
tuple of S  to which it is related, rather than according to the primary key of R. 
An example will illustrate why this organization makes good sense in special 
situations.

E xam ple 14.5 : Consider our standard movie and studio relations:

M o v ie ( tit le , y ea r, len g th , genre, studioName, producerC#) 
Studio(name, add ress, presC#)

Suppose further that the most common form of query is:
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SELECT t i t l e ,  year 
FROM Movie, S tudio
WHERE presC# = zzz AND Movie. studioName = Studio.nam e;

Here, zzz represents any possible certificate number for a studio president. That 
is, given the president of a studio, we need to find all the movies made by that 
studio.

If we are convinced that the above query is typical, then instead of ordering 
Movie tuples by the primary key t i t l e  and year, we can create a clustered 
file structure for both relations S tudio and Movie, as suggested by Fig. 14.6. 
Following each S tudio  tuple are all the Movie tuples for all the movies owned 
by that studio.

studio 1 studio 2 studio 3 studio 4

movies by 
studio 1

movies by 
studio 2

movies by 
studio 3

movies by 
studio 4

Figure 14.6: A clustered file with each studio clustered with the movies made 
by that studio

If we create an index for S tudio  with search key presC#, then whatever the 
value of zzz is, we can quickly find the tuple for the proper studio. Moreover, 
all the Movie tuples whose value of attribute studioName matches the value 
of name for that studio will follow the studio’s tuple in the clustered file. As 
a result, we can find the movies for this studio by making almost as few disk 
I /O ’s as possible. The reason is that the desired Movie tuples are packed 
almost as densely as possible onto the following blocks. However, an index on 
any attribute(s) of Movie would have to be a secondary index. □

14.1.7 Indirection in Secondary Indexes

There is some wasted space, perhaps a significant amount of wastage, in the 
structure suggested by Fig. 14.5. If a search-key value appears n  times in the 
data file, then the value is written n times in the index file. It would be better 
if we could write the key value once for all the pointers to data records with 
that value.

A convenient way to avoid repeating values is to use a level of indirection, 
called buckets, between the secondary index file and the data file. As shown in 
Fig. 14.7, there is one pair for each search key K . The pointer of this pair goes 
to a position in a “bucket file,” which holds the “bucket” for K . Following this 
position, until the next position pointed to by the index, are pointers to all the 
records with search-key value K .
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Figure 14.7: Saving space by using indirection in a secondary index

E xam ple 14.6: For instance, let us follow the pointer from search key 50 
in the index file of Fig. 14.7 to the intermediate “bucket” file. This pointer 
happens to take us to the last pointer of one block of the bucket file. We search 
forward, to the first pointer of the next block. We stop at that point, because 
the next pointer of the index file, associated with search key 60, points to the 
next record in the bucket file. □

The scheme of Fig. 14.7 saves space as long as search-key values are larger 
than pointers, and the average key appears at least twice. However, even if not, 
there is an important advantage to using indirection with secondary indexes: 
often, we can use the pointers in the buckets to help answer queries without 
ever looking at most of the records in the data file. Specifically, when there are 
several conditions to a query, and each condition has a secondary index to help 
it, we can find the bucket pointers that satisfy all the conditions by intersecting 
sets of pointers in memory, and retrieving only the records pointed to by the 
surviving pointers. We thus save the I/O  cost of retrieving records that satisfy 
some, but not all, of the conditions.1

E xam ple 14.7: Consider the usual Movie relation:

M o v ie (title , y ea r, len g th , genre, studioName, producerC#)

1 We also could use this pointer-intersection trick if we got the pointers directly from the 
index, rather than from buckets.
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Suppose we have secondary indexes with indirect buckets on both studioName 
and yeax, and we are asked the query

SELECT t i t l e  
FROM Movie
WHERE studioName = ’D isney’ AND year = 2005; 

that is, find all the Disney movies made in 2005.

Buckets Buckets
for Movie tuples for

studio year

Studio Year
index index

Figure 14.8: Intersecting buckets in main memory

Figure 14.8 shows how we can answer this query using the indexes. Using 
the index on studioName, we find the pointers to all records for Disney movies, 
but we do not yet bring any of those records from disk to memory. Instead, 
using the index on year, we find the pointers to all the movies of 2005. We then 
intersect the two sets of pointers, getting exactly the movies that were made 
by Disney in 2005. Finally, we retrieve from disk all data blocks holding one or 
more of these movies, thus retrieving the minimum possible number of blocks.
□

14.1.8 Document Retrieval and Inverted Indexes
For many years, the information-retrieval community has dealt with the storage 
of documents and the efficient retrieval of documents with a given set of key
words. With the advent of the World-Wide Web and the feasibility of keeping
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all documents on-line, the retrieval of documents given keywords has become 
one of the largest database problems. While there are many kinds of queries 
that one can use to find relevant documents, the simplest and most common 
form can be seen in relational terms as follows:

• A document may be thought of as a tuple in a relation Doc. This relation 
has very many attributes, one corresponding to each possible word in a 
document. Each attribute is boolean — either the word is present in the 
document, or it is not. Thus, the relation schema may be thought of as

Doc(hasCat, hasDog, ... )

where hasCat is true if and only if the document has the word “cat” at 
least once.

• There is a secondary index on each of the attributes of Doc. However, 
we save the trouble of indexing those tuples for which the value of the 
attribute is FALSE; instead, the index leads us to only the documents for 
which the word is present. That is, the index has entries only for the 
search-key value TRUE.

• Instead of creating a separate index for each attribute (i.e., for each word), 
the indexes are combined into one, called an inverted index. This in
dex uses indirect buckets for space efficiency, as was discussed in Sec
tion 14.1.7.

E xam ple 1 4 .8 : An inverted index is illustrated in Fig. 14.9. In place of a data 
file of records is a collection of documents, each of which may be stored on one 
or more disk blocks. The inverted index itself consists of a set of word-pointer 
pairs; the words are in effect the search key for the index. The inverted index 
is kept in a sequence of blocks, just like any of the indexes discussed so far.

The pointers refer to positions in a “bucket” file. For instance, we have 
shown in Fig. 14.9 the word “cat” with a pointer to the bucket file. That 
pointer leads us to the beginning of a list of pointers to all the documents that 
contain the word “cat.” We have shown some of these in the figure. Similarly, 
the word “dog” is shown leading to a list of pointers to all the documents with 
“dog.” □

Pointers in the bucket file can be:

1. Pointers to the document itself.

2. Pointers to an occurrence of the word. In this case, the pointer might 
be a pair consisting of the first block for the document and an integer 
indicating the number of the word in the document.
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Documents

Figure 14.9: An inverted index on documents

When we use “buckets” of pointers to occurrences of each word, we may 
extend the idea to include in the bucket array some information about each 
occurrence. Now, the bucket file itself becomes a collection of records with 
important structure. Early uses of the idea distinguished occurrences of a word 
in the title of a document, the abstract, and the body of text. With the growth 
of documents on the Web, especially documents using HTML, XML, or another 
markup language, we can also indicate the markings associated with words. 
For instance, we can distinguish words appearing in titles, headers, tables, or 
anchors, as well as words appearing in different fonts or sizes.

E xam ple 14 .9 : Figure 14.10 illustrates a bucket file that has been used to 
indicate occurrences of words in HTML documents. The first column indicates 
the type of occurrence, i.e., its marking, if any. The second and third columns 
are together the pointer to the occurrence. The third column indicates the doc
ument, and the second column gives the number of the word in the document.

We can use this data structure to answer various queries about documents 
without having to examine the documents in detail. For instance, suppose we 
want to find documents about dogs that compare them with cats. Without a 
deep understanding of the meaning of the text, we cannot answer this query 
precisely. However, we could get a good hint if we searched for documents that

a) Mention dogs in the title, and
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Type Position

Figure 14.10: Storing more information in the inverted index

Insertion and Deletion From Buckets

We show buckets in figures such as Fig. 14.9 as compacted arrays of appro
priate size. In practice, they are records with a single field (the pointer) 
and are stored in blocks like any other collection of records. Thus, when 
we insert or delete pointers, we may use any of the techniques seen so far, 
such as leaving extra space in blocks for expansion of the file, overflow 
blocks, and possibly moving records within or among blocks. In the latter 
case, we must be careful to change the pointer from the inverted index to 
the bucket file, as we move the records it points to.

b) Mention cats in an anchor — presumably a link to a document about 
cats.

We can answer this query by intersecting pointers. That is, we follow the 
pointer associated with “cat” to find the occurrences of this word. We select 
from the bucket file the pointers to documents associated with occurrences of 
“cat” where the type is “anchor.” We then find the bucket entries for “dog” 
and select from them the document pointers associated with the type “title.” 
If we intersect these two sets of pointers, we have the documents that meet the 
conditions: they mention “dog” in the title and “cat” in an anchor. □

14.1.9 Exercises for Section 14.1
Exercise 14.1.1: Suppose blocks hold either three records, or ten key-pointer 
pairs. As a function of n, the number of records, how many blocks do we need 
to hold a data file and: (a) A dense index (b) A sparse index?
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More About Information Retrieval

There are a number of techniques for improving the effectiveness of re
trieval of documents given keywords. While a complete treatment is be
yond the scope of this book, here are two useful techniques:

1. Stemming. We remove suffixes to find the “stem” of each word, be
fore entering its occurrence into the index. For example, plural nouns 
can be treated as their singular versions. Thus, in Example 14.8, the 
inverted index evidently uses stemming, since the search for word 
“dog” got us not only documents with “dog,” but also a document 
with the word “dogs.”

2. Stop words. The most common words, such as “the” or “and,” are 
called stop words and often are excluded from the inverted index. 
The reason is that the several hundred most common words appear in 
too many documents to make them useful as a way to find documents 
about specific subjects. Eliminating stop words also reduces the size 
of the inverted index significantly.

E xercise  14.1.2: Repeat Exercise 14.1.1 if blocks can hold up to 30 records 
or 200 key-pointer pairs, but neither data- nor index-blocks are allowed to be 
more than 80% full.

! E xercise  14.1.3: Repeat Exercise 14.1.1 if we use as many levels of index as 
is appropriate, until the final level of index has only one block.

! E xercise  14.1.4: Consider a clustered file organization like Fig. 14.6, and 
suppose that ten records, either studio records or movie records, will fit on 
one block. Also assume that the number of movies per studio is uniformly 
distributed between 1 and m. As a function of m, what is the average number 
of disk I /O ’s needed to retrieve a studio and all its movies? What would the 
number be if movies were randomly distributed over a large number of blocks?

E xercise  14.1.5: Suppose that blocks can hold either three records, ten key- 
pointer pairs, or fifty pointers. Using the indirect-buckets scheme of Fig. 14.7:

a) If the average search-key value appears in 10 records, how many blocks 
do we need to hold 3000 records and its secondary index structure? How 
many blocks would be needed if we did not use buckets?

! b) If there are no constraints on the number of records that can have a given 
search-key value, what are the minimum and maximum number of blocks 
needed?
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E xercise 14.1.6: On the assumptions of Exercise 14.1.5(a), what is the av
erage number of disk I /O ’s to find and retrieve the ten records with a given 
search-key value, both with and without the bucket structure? Assume nothing 
is in memory to begin, but it is possible to locate index or bucket blocks without 
incurring additional I /O ’s beyond what is needed to retrieve these blocks into 
memory.

E xercise 14.1.7: Suppose we have a repository of 1000 documents, and we 
wish to build an inverted index with 10,000 words. A block can hold ten 
word-pointer pairs or 50 pointers to either a document or a position within 
a document. The distribution of words is Zipfian (see the box on “The Zipfian 
Distribution” in Section 16.4.3); the number of occurrences of the ith most 
frequent word is 100000/\/i, for i — 1 ,2 ,. ..  , 10000.

a) What is the averge number of words per document?

b) Suppose our inverted index only records for each word all the documents 
that have that word. What is the maximum number of blocks we could 
need to hold the inverted index?

c) Suppose our inverted index holds pointers to each occurrence of each word. 
How many blocks do we need to hold the inverted index?

d) Repeat (b) if the 400 most common words ( “stop” words) are not included 
in the index.

e) Repeat (c) if the 400 most common words are not included in the index.

E xercise 14.1.8: If we use an augmented inverted index, such as in Fig. 14.10, 
we can perform a number of other kinds of searches. Suggest how this index 
could be used to find:

a) Documents in which “cat” and “dog” appeared within five positions of 
each other in the same type of element (e.g., title, text, or anchor).

b) Documents in which “dog” followed “cat” separated by exactly one posi
tion.

c) Documents in which “dog” and “cat” both appear in the title.

14.2 B-Trees
While one or two levels of index are often very helpful in speeding up queries, 
there is a more general structure that is commonly used in commercial systems. 
This family of data structures is called B-trees, and the particular variant that 
is most often used is known as a B+ tree. In essence:
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• B-trees automatically maintain as many levels of index as is appropriate 
for the size of the file being indexed.

• B-trees manage the space on the blocks they use so that every block is 
between half used and completely full.

In the following discussion, we shall talk about “B-trees,” but the details will 
all be for the B+ tree variant. Other types of B-tree are discussed in exercises.

14.2.1 The Structure of B-trees
A B-tree organizes its blocks into a tree that is balanced, meaning that all paths 
from the root to a leaf have the same length. Typically, there are three layers in 
a B-tree: the root, an intermediate layer, and leaves, but any number of layers 
is possible. To help visualize B-trees, you may wish to look ahead at Figs. 14.11 
and 14.12, which show nodes of a B-tree, and Fig. 14.13, which shows an entire 
B-tree.

There is a parameter n  associated with each B-tree index, and this parameter 
determines the layout of all blocks of the B-tree. Each block will have space for 
n search-key values and n  +  1 pointers. In a sense, a B-tree block is similar to 
the index blocks introduced in Section 14.1.2, except that the B-tree block has 
an extra pointer, along with n  key-pointer pairs. We pick n to be as large as 
will allow n -1-1 pointers and n  keys to fit in one block.

E xam ple 14.10: Suppose our blocks are 4096 bytes. Also let keys be integers 
of 4 bytes and let pointers be 8 bytes. If there is no header information kept 
on the blocks, then we want to find the largest integer value of n such that 
4n +  8(n +  1) < 4096. That value is n =  340. □

There are several important rules about what can appear in the blocks of a 
B-tree:

• The keys in leaf nodes are copies of keys from the data file. These keys 
are distributed among the leaves in sorted order, from left to right.

•  At the root, there are at least two used pointers.2 All pointers point to 
B-tree blocks at the level below.

• At a leaf, the last pointer points to the next leaf block to the right, i.e., 
to the block with the next higher keys. Among the other n  pointers in 
a leaf block, at least \{n + 1)/2J of these pointers are used and point to 
data records; unused pointers are null and do not point anywhere. The 
*th pointer, if it is used, points to a record with the ith key.

technically, there is a possibility that the entire B-tree has only one pointer because it is 
an index into a data file with only one record. In this case, the entire tree is a root block that 
is also a leaf, and this block has only one key and one pointer. We shall ignore this trivial 
case in the descriptions that follow.
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• At an interior node, all n  +  1 pointers can be used to point to B-tree 
blocks at the next lower level. At least [(n +  1)/2] of them are actually 
used (but if the node is the root, then we require only that at least 2 be 
used, regardless of how large n  is). If j  pointers are used, then there will 
be j  — 1 keys, say K \ ,K 2 , ■. ■ The first pointer points to a part 
of the B-tree where some of the records with keys less than K i will be 
found. The second pointer goes to that part of the tree where all records 
with keys that are at least K\, but less than will be found, and so 
on. Finally, the j th  pointer gets us to the part of the B-tree where some 
of the records with keys greater than or equal to K j- i  are found. Note 
that some records with keys far below K\ or far above K j-i  may not be 
reachable from this block at all, but will be reached via another block at 
the same level.

• All used pointers and their keys appear at the beginning of the block, 
with the exception of the (n +  l)s t pointer in a leaf, which points to the 
next leaf.

To record To record To record 
with key with key with key 

57 81 95

Figure 14.11: A typical leaf of a B-tree

E xam ple 14.11: Our running example of B-trees will use n = 3. That is, 
blocks have room for three keys and four pointers, which are atypically small 
numbers. Keys are integers. Figure 14.11 shows a leaf that is completely used. 
There are three keys, 57, 81, and 95. The first three pointers go to records with 
these keys. The last pointer, as is always the case with leaves, points to the 
next leaf to the right in the order of keys; it would be null if this leaf were the 
last in sequence.

A leaf is not necessarily full, but in our example with n  =  3, there must 
be at least two key-pointer pairs. That is, the key 95 in Fig. 14.11 might be 
missing, and if so, the third pointer would be null.

Figure 14.12 shows a typical interior node. There are three keys, 14, 52, 
and 78. There are also four pointers in this node. The first points to a part of 
the B-tree from which we can reach only records with keys less than 14 — the 
first of the keys. The second pointer leads to all records with keys between the 
first and second keys of the B-tree block; the third pointer is for those records
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14 52 78
/ \

To keys To keys To keys To keys 
AT <14 14 < K< 52 52 < AT< 78 K >  78

Figure 14.12: A typical interior node of a B-tree

between the second and third keys of the block, and the fourth pointer lets us 
reach some of the records with keys equal to or above the third key of the block.

As with our example leaf, it is not necessarily the case that all slots for keys 
and pointers are occupied. However, with n =  3, at least the first key and the 
first two pointers must be present in an interior node. □

E xam ple  14.12: Figure 14.13 shows an entire three-level B-tree, with n  =  3, 
as in Example 14.11. We have assumed that the data file consists of records 
whose keys are all the primes from 2 to 47. Notice that at the leaves, each of 
these keys appears once, in order. All leaf blocks have two or three key-pointer 
pairs, plus a pointer to the next leaf in sequence. The keys are in sorted order 
as we look across the leaves from left to right.

The root has only two pointers, the minimum possible number, although it 
could have up to four. The one key at the root separates those keys reachable 
via the first pointer from those reachable via the second. That is, keys up to
12 could be found in the first subtree of the root, and keys 13 and up are in the 
second subtree.
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If we look at the first child of the root, with key 7, we again find two pointers, 
one to keys less than 7 and the other to keys 7 and above. Note that the second 
pointer in this node gets us only to keys 7 and 11, not to all keys > 7, such as 
13.

Finally, the second child of the root has all four pointer slots in use. The 
first gets us to some of the keys less than 23, namely 13, 17, and 19. The second 
pointer gets us to all keys K  such that 23 < K  <31; the third pointer lets us 
reach all keys K  such that 31 < K  < 43, and the fourth pointer gets us to some 
of the keys > 43 (in this case, to all of them). □

14.2.2 Applications of B-trees

The B-tree is a powerful tool for building indexes. The sequence of pointers at 
the leaves of a B-tree can play the role of any of the pointer sequences coming 
out of an index file that we learned about in Section 14.1. Here are some 
examples:

1. The search key of the B-tree is the primary key for the data file, and the 
index is dense. That is, there is one key-pointer pair in a leaf for every 
record of the data file. The data file may or may not be sorted by primary 
key.

2. The data file is sorted by its primary key, and the B-tree is a sparse index 
with one key-pointer pair at a leaf for each block of the data file.

3. The data file is sorted by an attribute that is not a key, and this attribute 
is the search key for the B-tree. For each key value K  that appears in the 
data file there is one key-pointer pair at a leaf. That pointer goes to the 
first of the records that have K  as their sort-key value.

There are additional applications of B-tree variants that allow multiple oc
currences of the search key3 at the leaves. Figure 14.14 suggests what such a 
B-tree might look like.

If we do allow duplicate occurrences of a search key, then we need to change 
slightly the definition of what the keys at interior nodes mean, which we dis
cussed in Section 14.2.1. Now, suppose there are keys K \ ,K i , . . .  , K n at an 
interior node. Then Ki will be the smallest new key that appears in the part of 
the subtree accessible from the (i +  l)st pointer. By “new,” we mean that there 
are no occurrences of Ki in the portion of the tree to the left of the (i +  l)st 
subtree, but at least one occurrence of Ki in that subtree. Note that in some 
situations, there will be no such key, in which case Ki can be taken to be null. 
Its associated pointer is still necessary, as it points to a significant portion of 
the tree that happens to have only one key value within it.

3 Remember that a “search key” is not necessarily a “key” in the sense of being unique.
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17 _
/rk

- 37 43

2 3 5 7 13 13 17 23 23 23 23 37 41 43 47

Figure 14.14: A B-tree with duplicate keys

E xam ple  14.13: Figure 14.14 shows a B-tree similar to Fig. 14.13, but with 
duplicate values. In particular, key 11 has been replaced by 13, and keys 19, 
29, and 31 have all been replaced by 23. As a result, the key at the root is 17, 
not 13. The reason is that, although 13 is the lowest key in the second subtree 
of the root, it is not a new key for that subtree, since it also appears in the first 
subtree.

We also had to make some changes to the second child of the root. The 
second key is changed to 37, since that is the first new key of the third child 
(fifth leaf from the left). Most interestingly, the first key is now null. The reason 
is that the second child (fourth leaf) has no new keys at all. Put another way, 
if we were searching for any key and reached the second child of the root, we 
would never want to start at its second child. If we are searching for 23 or 
anything lower, we want to start at its first child, where we will either find 
what we are looking for (if it is 17), or find the first of what we are looking for 
(if it is 23). Note that:

• We would not reach the second child of the root searching for 13; we would 
be directed at the root to its first child instead.

•  If we are looking for any key between 24 and 36, we are directed to the 
third leaf, but when we don’t  find even one occurrence of what we are 
looking for, we know not to search further right. For example, if there 
were a key 24 among the leaves, it would either be on the 4th leaf, in which 
case the null key in the second child of the root would be 24 instead, or 
it would be in the 5th leaf, in which case the key 37 at the second child 
of the root would be 24.

□
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14.2.3 Lookup in B-Trees
We now revert to our original assumption that there are no duplicate keys at 
the leaves. We also suppose that the B-tree is a dense index, so every search-key 
value that appears in the data file will also appear at a leaf. These assumptions 
make the discussion of B-tree operations simpler, but is not essential for these 
operations. In particular, modifications for sparse indexes are similar to the 
changes we introduced in Section 14.1.3 for indexes on sequential files.

Suppose we have a B-tree index and we want to find a record with search- 
key value K . We search for K  recursively, starting at the root and ending at a 
leaf. The search procedure is:

BASIS: If we are at a leaf, look among the keys there. If the ith key is K , then 
the ith  pointer will take us to the desired record.

INDUCTION: If we are at an interior node with keys K i ,K 2 , . . .  , K n, follow 
the rules given in Section 14.2.1 to decide which of the children of this node 
should next be examined. That is, there is only one child that could lead to a 
leaf with key K . If K  < K \ , then it is the first child, if K \ < K  < K 2 , it is the 
second child, and so on. Recursively apply the search procedure at this child.

E xam ple 14.14: Suppose we have the B-tree of Fig. 14.13, and we want to 
find a record with search key 40. We start at the root, where there is one 
key, 13. Since 13 < 40, we follow the second pointer, which leads us to the 
second-level node with keys 23, 31, and 43.

At that node, we find 31 < 40 < 43, so we follow the third pointer. We are 
thus led to the leaf with keys 31, 37, and 41. If there had been a record in the 
data file with key 40, we would have found key 40 at this leaf. Since we do not 
find 40, we conclude that there is no record with key 40 in the underlying data.

Note that had we been looking for a record with key 37, we would have 
taken exactly the same decisions, but when we got to the leaf we would find 
key 37. Since it is the second key in the leaf, we follow the second pointer, 
which will lead us to the data record with key 37. □

14.2.4 Range Queries
B-trees are useful not only for queries in which a single value of the search key 
is sought, but for queries in which a range of values are asked for. Typically, 
range queries have a term in the WHERE-clause that compares the search key 
with a value or values, using one of the comparison operators other than = or 
<>. Examples of range queries using a search-key attribute k are:

SELECT * FROM R SELECT * FROM R
WHERE R.k > 40; WHERE R.k >= 10 AND R.k <= 25;

If we want to find all keys in the range [a, 6] at the leaves of a B-tree, we do 
a lookup to find the key a. Whether or not it exists, we are led to a leaf where
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a could be, and we search the leaf for keys that are a or greater. Each such 
key we find has an associated pointer to one of the records whose key is in the 
desired range. As long as we do not find a key greater than b in the current 
block, we follow the pointer to the next leaf and repeat our search for keys in 
the range [a, 6],

The above search algorithm also works if b is infinite; i.e., there is only a 
lower bound and no upper bound. In that case, we search all the leaves from 
the one that would hold key a to the end of the chain of leaves. If a is — oo 
(that is, there is an upper bound on the range but no lower bound), then the 
search for “minus infinity” as a search key will always take us to the first leaf. 
The search then proceeds as above, stopping only when we pass the key b.

E xam ple 14.15: Suppose we have the B-tree of Fig. 14.13, and we Eure given 
the range (10,25) to search for. We look for key 10, which leads us to the second 
leaf. The first key is less than 10, but the second, 11, is at least 10. We follow 
its associated pointer to get the record with key 11.

Since there are no more keys in the second leaf, we follow the chain to the 
third leaf, where we find keys 13, 17, and 19. All are less than or equal to 25, 
so we follow their associated pointers and retrieve the records with these keys. 
Finally, we move to the fourth leaf, where we find key 23. But the next key 
of that leaf, 29, exceeds 25, so we are done with our search. Thus, we have 
retrieved the five records with keys 11 through 23. □

14.2.5 Insertion Into B-Trees
We see some of the advantages of B-trees over simpler multilevel indexes when 
we consider how to insert a new key into a B-tree. The corresponding record 
will be inserted into the file being indexed by the B-tree, using any of the 
methods discussed in Section 14.1; here we consider how the B-tree changes. 
The insertion is, in principle, recursive:

• We try to find a place for the new key in the appropriate leaf, and we put 
it there if there is room.

•  If there is no room in the proper leaf, we split the leaf into two and divide 
the keys between the two new nodes, so each is half full or just over half 
full.

•  The splitting of nodes at one level appears to the level above as if a new 
key-pointer pair needs to be inserted at that higher level. We may thus 
recursively apply this strategy to insert at the next level: if there is room, 
insert it; if not, split the parent node and continue up the tree.

• As an exception, if we try to insert into the root, and there is no room, 
then we split the root into two nodes and create a new root at the next 
higher level; the new root has the two nodes resulting from the split as 
its children. Recall that no matter how large n  (the number of slots for
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keys at a node) is, it is always permissible for the root to have only one 
key and two children.

When we split a node and insert it into its parent, we need to be careful how 
the keys are managed. First, suppose N  is a, leaf whose capacity is n keys. Also 
suppose we are trying to insert an (n + l)s t key and its associated pointer. We 
create a new node M , which will be the sibling of N , immediately to its right. 
The first |"(n +  1)/2] key-pointer pairs, in sorted order of the keys, remain with 
N , while the other key-pointer pairs move to M . Note that both nodes N  and 
M  are left with a sufficient number of key-pointer pairs — at least [(n +  1)/2J 
pairs.

Now, suppose N  is an interior node whose capacity is n  keys and n + 1 
pointers, and N  has just been assigned n + 2  pointers because of a node splitting 
below. We do the following:

1. Create a new node M , which will be the sibling of N , immediately to its 
right.

2. Leave at N  the first |~(n +  2)/2] pointers, in sorted order, and move to 
M  the remaining [(n +  2)/2J pointers.

3. The first fri/2"| keys stay with N , while the last \n/2\ keys move to 
M . Note that there is always one key in the middle left over; it goes with 
neither N  nor M . The leftover key K  indicates the smallest key reachable 
via the first of M ’s children. Although this key doesn’t appear in N  or 
M , it is associated with M , in the sense that it represents the smallest 
key reachable via M . Therefore K  will be inserted into the parent of N  
and M  to divide searches between those two nodes.

E xam ple 14.16: Let us insert key 40 into the B-tree of Fig. 14.13. We find 
the proper leaf for the insertion by the lookup procedure of Section 14.2.3. As 
found in Example 14.14, the insertion goes into the fifth leaf. Since this leaf 
now has four key-pointer pairs — 31, 37, 40, and 41 — we need to split the 
leaf. Our first step is to create a new node and move the highest two keys, 40 
and 41, along with their pointers, to that node. Figure 14.15 shows this split.

Notice that although we now show the nodes on four ranks to save space, 
there are still only three levels to the tree. The seven leaves are linked by their 
last pointers, which still form a chain from left to right.

We must now insert a pointer to the new leaf (the one with keys 40 and 
41) into the node above it (the node with keys 23, 31, and 43). We must also 
associate with this pointer the key 40, which is the least key reachable through 
the new leaf. Unfortunately, the parent of the split node is already full; it has 
no room for another key or pointer. Thus, it too must be split.

We start with pointers to the last five leaves and the list of keys represent
ing the least keys of the last four of these leaves. That is, we have pointers 
Pi, P2 , P3 , Pi, P5 to the leaves whose least keys are 13, 23, 31, 40, and 43, and
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Figure 14.15: Beginning the insertion of key 40

we have the key sequence 23, 31, 40, 43 to separate these pointers. The first 
three pointers and first two keys remain with the split interior node, while the 
last two pointers and last key go to the new node. The remaining key, 40, 
represents the least key accessible via the new node.

Figure 14.16 shows the completion of the insert of key 40. The root now 
has three children; the last two are the split interior node. Notice that the key 
40, which marks the lowest of the keys reachable via the second of the split 
nodes, has been installed in the root to separate the keys of the root’s second 
and third children. □

14.2.6 Deletion From B-Trees
If we are to delete a record with a given key K ,  we must first locate that record 
and its key-pointer pair in a leaf of the B-tree. This part of the deletion process 
is essentially a lookup, as in Section 14.2.3. We then delete the record itself 
from the data file, and we delete the key-pointer pair from the B-tree.

If the B-tree node from which a deletion occurred still has at least the 
minimum number of keys and pointers, then there is nothing more to be done.4 
However, it is possible that the node was right at the minimum occupancy 
before the deletion, so after deletion the constraint on the number of keys is

4If  th e  d a ta  record w ith  th e  least key a t  a  leaf is deleted , th en  we have th e  op tion  of raising  
th e  ap p ro p ria te  key a t  one of th e  ancesto rs of th a t  leaf, b u t th e re  is no requ irem ent th a t  we 
do so; all searches will still go to  th e  ap p ro p ria te  leaf.
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violated. We then need to do one of two things for a node N  whose contents 
are subminimum; one case requires a recursive deletion up the tree:

1. If one of the adjacent siblings of node N  has more than the minimum 
number of keys and pointers, then one key-pointer pair can be moved to 
N , keeping the order of keys intact. Possibly, the keys at the parent of N  
must be adjusted to reflect the new situation. For instance, if the right 
sibling of N , say node M , provides an extra key and pointer, then it must 
be the smallest key that is moved from M  to N . At the parent of M  and 
TV, there is a key that represents the smallest key accessible via M ; that 
key must be increased to reflect the new M.

2. The hard case is when neither adjacent sibling can be used to provide 
an extra key for N . However, in that case, we have two adjacent nodes, 
N  and a sibling M ; the latter has the minimum number of keys and the 
former has fewer than the minimum. Therefore, together they have no 
more keys and pointers than are allowed in a single node. We merge these 
two nodes, effectively deleting one of them. We need to adjust the keys at 
the parent, and then delete a key and pointer at the parent. If the parent 
is still full enough, then we are done. If not, then we recursively apply 
the deletion algorithm at the parent.

E xam ple 14.17: Let us begin with the original B-tree of Fig. 14.13, before the 
insertion of key 40. Suppose we delete key 7. This key is found in the second 
leaf. We delete it, its associated pointer, and the record that pointer points to.
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The second leaf now has only one key, and we need at least two in every 
leaf. But we are saved by the sibling to the left, the first leaf, because that 
leaf has an extra key-pointer pair. We may therefore move the highest key, 5, 
and its associated pointer to the second leaf. The resulting B-tree is shown in 
Fig. 14.17. Notice that because the lowest key in the second leaf is now 5, the 
key in the parent of the first two leaves has been changed from 7 to 5.

5 11 13 17 19 23 29 31 37 41

1

43 47

Figure 14.17: Deletion of key 7

Next, suppose we delete key 11. This deletion has the same effect on the 
second leaf; it again reduces the number of its keys below the minimum. This 
time, however, we cannot take a key from the first leaf, because the latter is 
down to the minimum number of keys. Additionally, there is no sibling to the 
right from which to take a key.5 Thus, we need to merge the second leaf with 
a sibling, namely the first leaf.

The three remaining key-pointer pairs from the first two leaves fit in one 
leaf, so we move 5 to the first leaf and delete the second leaf. The pointers 
and keys in the parent are adjusted to reflect the new situation at its children; 
specifically, the two pointers are replaced by one (to the remaining leaf) and 
the key 5 is no longer relevant and is deleted. The situation is now as shown in 
Fig. 14.18.

The deletion of a leaf has adversely affected the parent, which is the left 
child of the root. That node, as we see in Fig. 14.18, now has no keys and only 
one pointer. Thus, we try to obtain an extra key and pointer from an adjacent 
sibling. This time we have the easy case, since the other child of the root can 
afford to give up its smallest key and a pointer.

The change is shown in Fig. 14.19. The pointer to the leaf with keys 13, 17,

BN otice th a t  th e  leaf to  th e  rig h t, w ith  keys 13, 17, an d  19, is n o t a  sibling, because it has 
a  different p aren t. W e could take  a  key from  th a t  node anyway, b u t th e n  th e  a lgo rithm  for 
ad ju s tin g  keys th ro u g h o u t th e  tree  becom es m ore com plex. W e leave th is  enhancem ent as an 
exercise.
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Figure 14.18: Beginning the deletion of key 11

and 19 has been moved from the second child of the root to the first child. We 
have also changed some keys at the interior nodes. The key 13, which used to 
reside at the root and represented the smallest key accessible via the pointer 
that was transferred, is now needed at the first child of the root. On the other 
hand, the key 23, which used to separate the first and second children of the 
second child of the root now represents the smallest key accessible from the 
second child of the root. It therefore is placed at the root itself. □

14.2.7 Efficiency of B-Trees
B-trees allow lookup, insertion, and deletion of records using very few disk I /O ’s 
per file operation. First, we should observe that if n, the number of keys per 
block, is reasonably large, then splitting and merging of blocks will be rare 
events. Further, when such an operation is needed, it almost always is limited 
to the leaves, so only two leaves and their parent are affected. Thus, we can 
essentially neglect the disk-I/O cost of B-tree reorganizations.

However, every search for the record(s) with a given search key requires us 
to go from the root down to a leaf, to find a pointer to the record. Since we 
are only reading B-tree blocks, the number of disk I /O ’s will be the number 
of levels the B-tree has, plus the one (for lookup) or two (for insert or delete) 
disk I /O ’s needed for manipulation of the record itself. We must thus ask: 
how many levels does a B-tree have? For the typical sizes of keys, pointers, 
and blocks, three levels are sufficient for all but the largest databases. Thus, 
we shall generally take 3 as the number of levels of a B-tree. The following 
example illustrates why.

E xam ple 14.18: Recall our analysis in Example 14.10, where we determined 
that 340 key-pointer pairs could fit in one block for our example data. Suppose
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Figure 14.19: Completing the deletion of key 11

that the average block has an occupancy midway between the minimum and 
maximum, i.e., a typical block has 255 pointers. With a root, 255 children, 
and 2552 =  65025 leaves, we shall have among those leaves 2553, or about 16.6 
million pointers to records. That is, files with up to 16.6 million records can be 
accommodated by a 3-level B-tree. □

However, we can use even fewer than three disk I /O ’s per search through the 
B-tree. The root block of a B-tree is an excellent choice to keep permanently 
buffered in main memory. If so, then every search through a 3-level B-tree 
requires only two disk reads. In fact, under some circumstances it may make 
sense to keep second-level nodes of the B-tree buffered in main memory as well, 
reducing the B-tree search to a single disk I/O , plus whatever is necessary to 
manipulate the blocks of the data file itself.

14.2.8 Exercises for Section 14.2
Exercise 14.2.1: Suppose that blocks can hold either ten records or 99 keys 
and 100 pointers. Also assume that the average B-tree node is 70% full; i.e., it 
will have 69 keys and 70 pointers. We can use B-trees as part of several different 
structures. For each structure described below, determine (i ) the total number 
of blocks needed for a 1,000,000-record file, and («) the average number of disk 
I /O ’s to retrieve a record given its search key. You may assume nothing is in 
memory initially, and the search key is the primary key for the records.

a) The data file is a sequential file, sorted on the search key, with 10 records 
per block. The B-tree is a dense index.

b) The same as (a), but the data file consists of records in no particular 
order, packed 10 to a block.
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Should We Delete From B-Trees?

There are B-tree implementations that don’t fix up deletions at all. If a 
leaf has too few keys and pointers, it is allowed to remain as it is. The 
rationale is that most files grow on balance, and while there might be an 
occasional deletion that makes a leaf become subminimum, the leaf will 
probably soon grow again and attain the minimum number of key-pointer 
pairs once again.

Further, if records have pointers from outside the B-tree index, then 
we need to replace the record by a “tombstone,” and we don’t  want to 
delete its pointer from the B-tree anyway. In certain circumstances, when 
it can be guaranteed that all accesses to the deleted record will go through 
the B-tree, we can even leave the tombstone in place of the pointer to the 
record at a leaf of the B-tree. Then, space for the record can be reused.

c) The same as (a), but the B-tree is a sparse index.

! d) Instead of the B-tree leaves having pointers to data records, the B-tree 
leaves hold the records themselves. A block can hold ten records, but 
on average, a leaf block is 70% full; i.e., there are seven records per leaf 
block.

e) The data file is a sequential file, and the B-tree is a sparse index, but each 
primary block of the data file has one overflow block. On average, the 
primary block is full, and the overflow block is half full. However, records 
are in no particular order within a primary block and its overflow block.

E xercise 14.2.2: Repeat Exercise 14.2.1 in the case that the query is a range 
query that is matched by 1000 records.

E xercise 14.2.3: Suppose pointers are 4 bytes long, and keys are 12 bytes 
long. How many keys and pointers will a block of 16,384 bytes have?

Exercise 14.2.4: What are the minimum numbers of keys and pointers in 
B-tree (i) interior nodes and (ii) leaves, when:

a) n  =  10; i.e., a block holds 10 keys and 11 pointers.

b) n =  11; i.e., a block holds 11 keys and 12 pointers.

E xercise 14.2.5: Execute the following operations on Fig. 14.13. Describe 
the changes for operations that modify the tree.

a) Lookup the record with key 41.

b) Lookup the record with key 40.
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c) Lookup all records in the range 20 to 30.

d) Lookup all records with keys less than 30.

e) Lookup all records with keys greater than 30.

f) Insert a record with key 1.

g) Insert records with keys 14 through 16.

h) Delete the record with key 23.

i) Delete all the records with keys 23 and higher.

Exercise 14.2.6: When duplicate keys are allowed in a B-tree, there are some 
necessary modifications to the algorithms for lookup, insertion, and deletion 
that we described in this section. Give the changes for: (a) lookup (b) insertion
(c) deletion.

! E xercise 14.2.7: In Example 14.17 we suggested that it would be possible 
to borrow keys from a nonsibling to the right (or left) if we used a more com
plicated algorithm for maintaining keys at interior nodes. Describe a suitable 
algorithm that rebalances by borrowing from adjacent nodes at a level, regard
less of whether they are siblings of the node that has too many or too few 
key-pointer pairs.

! Exercise 14.2.8: If we use the 3-key, 4-pointer nodes of our examples in this 
section, how many different B-trees are there when the data file has the following 
numbers of records: (a) 6 (b) 10 !! (c) 15.

! Exercise 14.2.9: Suppose we have B-tree nodes with room for three keys and 
four pointers, as in the examples of this section. Suppose also that when we 
split a leaf, we divide the pointers 2 and 2, while when we split an interior node, 
the first 3 pointers go with the first (left) node, and the last 2 pointers go with 
the second (right) node. We start with a leaf containing pointers to records 
with keys 1, 2, and 3. We then add in order, records with keys 4, 5, 6, and so 
on. At the insertion of what key will the B-tree first reach four levels?

14.3 Hash Tables
There are a number of data structures involving a hash table that are useful as 
indexes. We assume the reader has seen the hash table used as a main-memory 
data structure. In such a structure there is a hash function h that takes a search 
key (the hash key) as an argument and computes from it an integer in the range
0 to B  — 1, where B  is the number of buckets. A bucket array, which is an array 
indexed from 0 to B  — 1, holds the headers of B  linked lists, one for each bucket 
of the array. If a record has search key K ,  then we store the record by linking 
it to the bucket list for the bucket numbered h(K).
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14.3.1 Secondary-Storage Hash Tables
A hash table that holds a very large number of records, so many that they must 
be kept mainly in secondary storage, differs from the main-memory version in 
small but important ways. First, the bucket array consists of blocks, rather 
than pointers to the headers of lists. Records that are hashed by the hash 
function h to a certain bucket are put in the block for that bucket. If a bucket 
has too many records, a chain of overflow blocks can be added to the bucket to 
hold more records.

We shall assume that the location of the first block for any bucket i can be 
found given i. For example, there might be a main-memory array of pointers 
to blocks, indexed by the bucket number. Another possibility is to put the first 
block for each bucket in fixed, consecutive disk locations, so we can compute 
the location of bucket i from the integer i.

0 d J

1 e J
c

b J2
a J

3 f

Figure 14.20: A hash table

E xam ple 14.19: Figure 14.20 shows a hash table. To keep our illustrations 
manageable, we assume that a block can hold only two records, and that B  =  4;
i.e., the hash function h returns values from 0 to 3. We show certain records 
populating the hash table. Keys are letters a through /  in Fig. 14.20. We 
assume that h(d) =  0, h(c) - h(e) =  1, h(b) =  2, and h(a) = h (f) — 3. Thus, 
the six records are distributed into blocks as shown. □

Note that we show each block in Fig. 14.20 with a “nub” at the right end. 
This nub represents additional information in the block’s header. We shall use 
it to chain overflow blocks together, and starting in Section 14.3.5, we shall use 
it to keep other critical information about the block.

14.3.2 Insertion Into a Hash Table
When a new record with search key K  must be inserted, we compute h(K ). If 
the bucket numbered h(K ) has space, then we insert the record into the block 
for this bucket, or into one of the overflow blocks on its chain if there is no room
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Choice of Hash Function

The hash function should “hash” the key so the resulting integer is a 
seemingly random function of the key. Thus, buckets will tend to have 
equal numbers of records, which improves the average time to access a 
record, as we shall discuss in Section 14.3.4. Also, the hash function 
should be easy to compute, since we shall compute it many times.

A common choice of hash function when keys are integers is to com
pute the remainder of K /B ,  where K  is the key value and B  is the number 
of buckets. Often, B  is chosen to be a prime, although there are reasons 
to make B  a power of 2, as we discuss starting in Section 14.3.5. For 
character-string search keys, we may treat each character as an integer, 
sum these integers, and take the remainder when the sum is divided by B.

in the first block. If none of the blocks of the chain for bucket h(K ) has room, 
we add a new overflow block to the chain and store the new record there.

E xam ple 14.20: Suppose we add to the hash table of Fig. 14.20 a record with 
key g, and h(g) =  1. Then we must add the new record to the bucket numbered
1. However, the block for that bucket already has two records. Thus, we add a 
new block and chain it to the original block for bucket 1. The record with key 
g goes in that block, as shown in Fig. 14.21. □

0
d J

1
e 4-
c

2
b J

3
a J
f

Figure 14.21: Adding an additional block to a hash-table bucket

14.3.3 Hash-Table Deletion
Deletion of the record (or records) with search key K  follows the same pattern 
as insertion. We go to the bucket numbered h(K ) and search for records with 
that search key. Any that we find are deleted. If we are able to move records
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around among blocks, then after deletion we may optionally consolidate the 
blocks of a bucket into one fewer block.6

E xam ple 14.21: Figure 14.22 shows the result of deleting the record with key 
c from the hash table of Fig. 14.21. Recall h(c) = 1, so we go to the bucket 
numbered 1 (i.e., the second bucket) and search all its blocks to find a record 
(or records if the search key were not the primary key) with key c. We find it 
in the first block of the chain for bucket 1. Since there is now room to move 
the record with key g from the second block of the chain to the first, we can do 
so and remove the second block.

0
d J

1
e J
g
b J

2

3
f J

Figure 14.22: Result of deletions from a hash table

We also show the deletion of the record with key a. For this key, we found 
our way to bucket 3, deleted it, and “consolidated” the remaining record at the 
beginning of the block. □

14.3.4 Efficiency of Hash Table Indexes
Ideally, there are enough buckets that most of them fit on one block. If so, 
then the typical lookup takes only one disk I/O , and insertion or deletion from 
the file takes only two disk I /O ’s. That number is significantly better than 
straightforward sparse or dense indexes, or B-tree indexes (although hash tables 
do not support range queries as B-trees do; see Section 14.2.4).

However, if the file grows, then we shall eventually reach a situation where 
there are many blocks in the chain for a typical bucket. If so, then we need to 
search long lists of blocks, taking at least one disk I/O  per block. Thus, there 
is a good reason to try to keep the number of blocks per bucket low.

The hash tables we have examined so far are called static hash tables, because 
B, the number of buckets, never changes. However, there are several kinds of 
dynamic hash tables, where B  is allowed to vary so it approximates the number

®A risk of consolidating blocks of a chain whenever possible is that an oscillation, where 
we alternately insert and delete records from a bucket, will cause a block to be created or 
destroyed at each step.
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of records divided by the number of records that can fit on a block; i.e., there 
is about one block per bucket. We shall discuss two such methods:

1. Extensible hashing in Section 14.3.5, and

2. Linear hashing in Section 14.3.7.

The first grows B  by doubling it whenever it is deemed too small, and the 
second grows B  by 1 each time statistics of the file suggest some growth is 
needed.

14.3.5 Extensible Hash Tables
Our first approach to dynamic hashing is called extensible hash tables. The 
major additions to the simpler static hash table structure are:

1. There is a level of indirection for the buckets. That is, an array of pointers 
to blocks represents the buckets, instead of the array holding the data 
blocks themselves.

2. The array of pointers can grow. Its length is always a power of 2, so in a 
growing step the number of buckets doubles.

3. However, there does not have to be a data block for each bucket; certain 
buckets can share a block if the total number of records in those buckets 
can fit in the block.

4. The hash function h computes for each key a sequence of k bits for some 
large k, say 32. However, the bucket numbers will at all times use some 
smaller number of bits, say i bits, from the beginning or end of this 
sequence. The bucket array will have 2* entries when * is the number of 
bits used.

E xam ple 14.22: Figure 14.23 shows a small extensible hash table. We sup
pose, for simplicity of the example, that k = 4; i.e., the hash function produces 
a sequence of only four bits. At the moment, only one of these bits is used, 
as indicated by * =  1 in the box above the bucket array. The bucket array 
therefore has only two entries, one for 0 and one for 1.

The bucket array entries point to two blocks. The first holds all the current 
records whose search keys hash to a bit sequence that begins with 0, and the 
second holds all those whose search keys hash to a sequence beginning with 
1. For convenience, we show the keys of records as if they were the entire bit 
sequence to which the hash function converts them. Thus, the first block holds 
a record whose key hashes to 0001, and the second holds records whose keys 
hash to 1001 and 1100. □
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Buckets Data blocks

Figure 14.23: An extensible hash table

We should notice the number 1 appearing in the “nub” of each of the blocks 
in Fig. 14.23. This number, which would actually appear in the block header, 
indicates how many bits of the hash function’s sequence is used to determine 
membership of records in this block. In the situation of Example 14.22, there 
is only one bit considered for all blocks and records, but as we shall see, the 
number of bits considered for various blocks can differ as the hash table grows. 
That is, the bucket array size is determined by the maximum number of bits 
we are now using, but some blocks may use fewer.

14.3.6 Insertion Into Extensible Hash Tables
Insertion into an extensible hash table begins like insertion into a static hash 
table. To insert a record with search key K ,  we compute h(K ), take the first 
i bits of this bit sequence, and go to the entry of the bucket array indexed by 
these i bits. Note that we can determine i because it is kept as part of the data 
structure.

We follow the pointer in this entry of the bucket array and arrive at a 
block B. If there is room to put the new record in block B, we do so and we 
are done. If there is no room, then there are two possibilities, depending on 
the number j ,  which indicates how many bits of the hash value are used to 
determine membership in block B  (recall the value of j  is found in the “nub” 
of each block in figures).

1. If j  < i, then nothing needs to be done to the bucket array. We:

(a) Split block B  into two.
(b) Distribute records in B  to the two blocks, based on the value of their 

(j +  l)st bit — records whose key has 0 in that bit stay in B  and 
those with 1 there go to the new block.

(c) Put j  +  1 in each block’s “nub” (header) to indicate the number of 
bits used to determine membership.

(d) Adjust the pointers in the bucket array so entries that formerly 
pointed to B  now point either to B  or the new block, depending 
on their (j + l)st bit.
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Note that splitting block B  may not solve the problem, since by chance 
all the records of B  may go into one of the two blocks into which it was 
split. If so, we need to repeat the process on the overfull block, using the 
next higher value of j  and the block that is still overfull.

2. If j  — i, then we must first increment i by 1. We double the length of 
the bucket array, so it now has 2t+1 entries. Suppose w is a sequence 
of i bits indexing one of the entries in the previous bucket array. In the 
new bucket array, the entries indexed by both wO and w 1 (i.e., the two 
numbers derived from w by extending it with 0 or 1) each point to the 
same block that the w entry used to point to. That is, the two new entries 
share the block, and the block itself does not change. Membership in the 
block is still determined by whatever number of bits was previously used. 
Finally, we proceed to split block B  as in case 1. Since i is now greater 
than j ,  that case applies.

E xam ple 14.23: Suppose we insert into the table of Fig. 14.23 a record whose 
key hashes to the sequence 1010. Since the first bit is 1, this record belongs in 
the second block. However, that block is already full, so it needs to be split. 
We find that j  =  i =  1 in this case, so we first need to double the bucket array, 
as shown in Fig. 14.24. We have also set i — 2 in this figure.

Figure 14.24: Now, two bits of the hash function are used

Notice that the two entries beginning with 0 each point to the block for 
records whose hashed keys begin with 0, and that block still has the integer 1 
in its “nub” to indicate that only the first bit determines membership in the 
block. However, the block for records beginning with 1 needs to be split, so we 
partition its records into those beginning 10 and those beginning 11. A 2 in 
each of these blocks indicates that two bits are used to determine membership. 
Fortunately, the split is successful; since each of the two new blocks gets at least 
one record, we do not have to split recursively.

Now suppose we insert records whose keys hash to 0000 and 0111. These 
both go in the first block of Fig. 14.24, which then overflows. Since only one bit 
is used to determine membership in this block, while i = 2, we do not have to
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adjust the bucket array. We simply split the block, with 0000 and 0001 staying, 
and 0111 going to the new block. The entry for 01 in the bucket array is made 
to point to the new block. Again, we have been fortunate that the records did 
not all go in one of the new blocks, so we have no need to split recursively.

Figure 14.25: The hash table now uses three bits of the hash function

Now suppose a record whose key hashes to 1000 is inserted. The block for 
10 overflows. Since it already uses two bits to determine membership, it is 
time to split the bucket array again and set * =  3. Figure 14.25 shows the 
data structure at this point. Notice that the block for 10 has been split into 
blocks for 100 and 101, while the other blocks continue to use only two bits to 
determine membership. □

14.3.7 Linear Hash Tables

Extensible hash tables have some important advantages. Most significant is the 
fact that when looking for a record, we never need to search more than one data 
block. We also have to examine an entry of the bucket array, but if the bucket 
array is small enough to be kept in main memory, then there is no disk I/O  
needed to access the bucket array. However, extensible hash tables also suffer 
from some defects:

1. When the bucket array needs to be doubled in size, there is a substantial 
amount of work to be done (when i is large). This work interrupts access 
to the data file, or makes certain insertions appear to take a long time.
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2. When the bucket array is doubled in size, it may no longer fit in main 
memory, or may crowd out other data that we would like to hold in main 
memory. As a result, a system that was performing well might suddenly 
start using many more disk I/O ’s per operation.

3. If the number of records per block is small, then there is likely to be 
one block that needs to be split well in advance of the logical time to 
do so. For instance, if there are two records per block as in our running 
example, there might be one sequence of 20 bits that begins the keys of 
three records, even though the total number of records is much less than 
220. In that case, we would have to use i — 20 and a million-bucket array, 
even though the number of blocks holding records was much smaller than 
a million.

Another strategy, called linear hashing, grows the number of buckets more 
slowly. The principal new elements we find in linear hashing are:

• The number of buckets n  is always chosen so the average number of records 
per bucket is a fixed fraction, say 80%, of the number of records that fill 
one block.

•  Since blocks cannot always be split, overflow blocks are permitted, al
though the average number of overflow blocks per bucket will be much 
less than 1.

• The number of bits used to number the entries of the bucket array is 
["log2 n ] , where n  is the current number of buckets. These bits are always 
taken from the right (low-order) end of the bit sequence that is produced 
by the hash function.

• Suppose i bits of the hash function are being used to number array en
tries, and a record with key K  is intended for bucket aia2 • • ■ a*; that is, 
a\a,2 ■ ■ • at are the last i bits of h(K). Then let a\a2 ■•■ai be m, treated 
as an i-bit binary integer. If m  < n, then the bucket numbered m  exists, 
and we place the record in that bucket. If n < m  < 2®, then the bucket 
m  does not yet exist, so we place the record in bucket m  — 2*-1 , that is, 
the bucket we would get if we changed «i (which must be 1) to 0.

E xam ple 14.24: Figure 14.26 shows a linear hash table with n  =  2. We 
currently are using only one bit of the hash value to determine the buckets 
of records. Following the pattern established in Example 14.22, we assume the 
hash function h produces 4 bits, and we represent records by the value produced 
by h when applied to the search key of the record.

We see in Fig. 14.26 the two buckets, each consisting of one block. The 
buckets are numbered 0 and 1. All records whose hash value ends in 0 go in 
the first bucket, and those whose hash value ends in 1 go in the second.

Also part of the structure are the parameters i (the number of bits of the 
hash function that currently are used), n  (the current number of buckets), and r
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Figure 14.26: A linear hash table

(the current number of records in the hash table). The ratio r /n  will be limited 
so that the typical bucket will need about one disk block. We shall adopt the 
policy of choosing n, the number of buckets, so that there are no more than 
1.7n records in the file; i.e., r  < 1.7n. That is, since blocks hold two records, 
the average occupancy of a bucket does not exceed 85% of the capacity of a 
block. □

14.3.8 Insertion Into Linear Hash Tables
When we insert a new record, we determine its bucket by the algorithm outlined 
in Section 14.3.7. We compute h(K ), where K  is the key of the record, and 
we use the i bits at the end of bit sequence h(K) as the bucket number, m. If 
m < n, we put the record in bucket m, and if m  > n, we put the record in 
bucket m  — 2*-1 . If there is no room in the designated bucket, then we create 
an overflow block, add it to the chain for that bucket, and put the record there.

Each time we insert, we compare the current number of records r with the 
threshold ratio of r /n ,  and if the ratio is too high, we add the next bucket to 
the table. Note that the bucket we add bears no relationship to the bucket 
into which the insertion occurs! If the binary representation of the number of 
the bucket we add is ld2 • • • aj, then we split the bucket numbered O02 ■ ■ ■ di, 
putting records into one or the other bucket, depending on their last i bits. 
Note that all these records will have hash values that end in 02 • ■ - a», and only 
the ith  bit from the right end will vary.

The last important detail is what happens when n  exceeds 2*. Then, i is 
incremented by 1. Technically, all the bucket numbers get an additional 0 in 
front of their bit sequences, but there is no need to make any physical change, 
since these bit sequences, interpreted as integers, remain the same.

E xam ple 14.25: We shall continue with Example 14.24 and consider what 
happens when a record whose key hashes to 0101 is inserted. Since this bit 
sequence ends in 1, the record goes into the second bucket of Fig. 14.26. There 
is room for the record, so no overflow block is created.

However, since there are now 4 records in 2 buckets, we exceed the ratio 
1.7, and we must therefore raise n  to 3. Since |"log2 3] =  2, we should begin to 
think of buckets 0 and 1 as 00 and 01, but no change to the data structure is 
necessary. We add to the table the next bucket, which would have number 10. 
Then, we split the bucket 00, that bucket whose number differs from the added
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bucket only in the first bit. When we do the split, the record whose key hashes 
to 0000 stays in 00, since it ends with 00, while the record whose key hashes to 
1010 goes to 10 because it ends that way. The resulting hash table is shown in 
Fig. 14.27.

n=3

Figure 14.27: Adding a third bucket

Next, let us suppose we add a record whose search key hashes to 0001. 
The last two bits are 01, so we put it in this bucket, which currently exists. 
Unfortunately, the bucket’s block is full, so we add an overflow block. The three 
records are distributed among the two blocks of the bucket; we chose to keep 
them in numerical order of their hashed keys, but order is not important. Since 
the ratio of records to buckets for the table as a whole is 5/3, and this ratio is 
less than 1.7, we do not create a new bucket. The result is seen in Fig. 14.28.

Figure 14.28: Overflow blocks are used if necessary

Finally, consider the insertion of a record whose search key hashes to 0111. 
The last two bits are 11, but bucket 11 does not yet exist. We therefore redirect 
this record to bucket 01, whose number differs by having a 0 in the first bit. 
The new record fits in the overflow block of this bucket.

However, the ratio of the number of records to buckets has exceeded 1.7, so 
we must create a new bucket, numbered 11. Coincidentally, this bucket is the 
one we wanted for the new record. We split the four records in bucket 01, with 
0001 and 0101 remaining, and 0111 and 1111 going to the new bucket. Since 
bucket 01 now has only two records, we can delete the overflow block. The hash 
table is now as shown in Fig. 14.29.

Notice that the next time we insert a record into Fig. 14.29, we shall exceed
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n=4

0000 J

0001 J
0101
1010 J

0111 J
1111

Figure 14.29: Adding a fourth bucket

the 1.7 ratio of records to buckets. Then, we shall raise n  to 5 and i becomes
3. □

Lookup in a linear hash table follows the procedure we described for selecting 
the bucket in which an inserted record belongs. If the record we wish to look 
up is not in that bucket, it cannot be anywhere.

14.3.9 Exercises for Section 14.3
Exercise 14.3.1: Show what happens to the buckets in Fig. 14.20 if the fol
lowing insertions and deletions occur:

i. Records g through j  are inserted into buckets 0 through 3, respectively.

ii. Records a and b are deleted.

Hi. Records k through n  are inserted into buckets 0 through 3, respectively.

iv. Records c and d are deleted.

Exercise 14.3.2: We did not discuss how deletions can be carried out in a 
linear or extensible hash table. The mechanics of locating the record(s) to 
be deleted should be obvious. What method would you suggest for executing 
the deletion? In particular, what are the advantages and disadvantages of 
restructuring the table if its smaller size after deletion allows for compression 
of certain blocks?

! E xercise 14.3.3: The material of this section assumes that search keys are 
unique. However, only small modifications are needed to allow the techniques 
to work for search keys with duplicates. Describe the necessary changes to 
insertion, deletion, and lookup algorithms, and suggest the major problems 
that arise when there are duplicates in each of the following kinds of hash 
tables: (a) simple (b) linear (c) extensible.
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! Exercise 14.3.4: Some hash functions do not work as well as theoretically 
possible. Suppose that we use the hash function on integer keys i defined by 
h(i) =  i2 mod B, where B  is the number of buckets.

a) What is wrong with this hash function if B  — 10?

b) How good is this hash function if B  = 16?

c) Are there values of B  for which this hash function is useful?

Exercise 14.3.5: In an extensible hash table with n  records per block, what 
is the probability that an overflowing block will have to be handled recursively;
i.e., all members of the block will go into the same one of the two blocks created 
in the split?

E xercise 14.3.6: Suppose keys are hashed to four-bit sequences, as in our 
examples of extensible and linear hashing in this section. However, also suppose 
that blocks can hold three records, rather than the two-record blocks of our 
examples. If we start with a hash table with two empty blocks (corresponding 
to 0 and 1), show the organization after we insert records with hashed keys:

a) 0000,0001,... ,1111, and the method of hashing is extensible hashing.

b) 0000,0001,... ,1111, and the method of hashing is linear hashing with a 
capacity threshold of 100%.

c) 1111,1110,..., 0000, and the method of hashing is extensible hashing.

d) 1111,1110,... , 0000, and the method of hashing is linear hashing with a 
capacity threshold of 75%.

Exercise 14.3.7: Suppose we use a linear or extensible hashing scheme, but 
there are pointers to records from outside. These pointers prevent us from mov
ing records between blocks, as is sometimes required by these hashing methods. 
Suggest several ways that we could modify the structure to allow pointers from 
outside.

!! E xercise 14.3.8: A linear-hashing scheme with blocks that hold k records 
uses a threshold constant c, such that the current number of buckets n  and 
the current number of records r are related by r = ckn. For instance, in 
Example 14.24 we used k =  2 and c = 0.85, so there were 1.7 records per 
bucket; i.e., r — 1.7n.

a) Suppose for convenience that each key occurs exactly its expected number 
of times.7 As a function of c, k, and n, how many blocks, including 
overflow blocks, are needed for the structure?

7This assumption does not mean all buckets have the same number of records, because 
some buckets represent twice as many keys as others.
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b) Keys will not generally distribute equally, but rather the number of rec
ords with a given key (or suffix of a key) will be Poisson distributed. That 
is, if A is the expected number of records with a given key suffix, then 
the actual number of such records will be i with probability e~xX /i\.  
Under this assumption, calculate the expected number of blocks used, as 
a function of c, k, and n.

Exercise 14.3.9: Suppose we have a file of 1,000,000 records that we want to 
hash into a table with 1000 buckets. 100 records will fit in a block, and we wish 
to keep blocks as full as possible, but not allow two buckets to share a block. 
What are the minimum and maximum number of blocks that we could need to 
store this hash table?

14.4 M ultidimensional Indexes
All the index structures discussed so far are one dimensional; that is, they 
assume a single search key, and they retrieve records that match a given search- 
key value. Although the search key may involve several attributes, the one
dimensional nature of indexes such as B-trees comes from the fact that values 
must be provided for all attributes of the search key, or the index is useless. So 
far in this chapter, we took advantage of a one-dimensional search-key space in 
several ways:

• Indexes on sequential files and B-trees both take advantage of having a 
single linear order for the keys.

• Hash tables require that the search key be completely known for any 
lookup. If a key consists of several fields, and even one is unknown, we 
cannot apply the hash function, but must instead search all the buckets.

In the balance of this chapter, we shall look at index structures that are suitable 
for multidimensional data. In these structures, any nonempty subset of the 
fields that form the dimensions can be given values, and some speedup will 
result.

14.4.1 Applications of Multidimensional Indexes
There are a number of applications that require us to view data as existing in a 
2-dimensional space, or sometimes in higher dimensions. Some of these appli
cations can be supported by conventional DBMS’s, but there are also some spe
cialized systems designed for multidimensional applications. One way in which 
these specialized systems distinguish themselves is by using data structures that 
support certain kinds of queries that are not common in SQL applications.

One important application of multidimensional indexes involves geographic 
data. A geographic information system stores objects in a (typically) two- 
dimensional space. The objects may be points or shapes. Often, these databases
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are maps, where the stored objects could represent houses, roads, bridges, 
pipelines, and many other physical objects. A suggestion of such a map is 
in Fig. 14.30.
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Figure 14.30: Some objects in 2-dimensional space

However, there are many other uses as well. For instance, an integrated- 
circuit design is a two-dimensional map of regions, often rectangles, composed 
of specific materials, called “layers.” Likewise, we can think of the windows 
and icons on a screen as a collection of objects in two-dimensional space.

The queries asked of geographic information systems are not typical of SQL 
queries, although many can be expressed in SQL with some effort. Examples 
of these types of queries are:

1. Partial match queries. We specify values for one or more dimensions and 
look for all points matching those values in those dimensions.

2. Range queries. We give ranges for one or more of the dimensions, and we 
ask for the set of points within those ranges. If shapes are represented, 
then we may ask for the shapes that are partially or wholly within the 
range. These queries generalize the one-dimensional range queries that 
we considered in Section 14.2.4.

3. Nearest-neighbor queries. We ask for the closest point to a given point. 
For instance, if points represent cities, we might want to find the city of 
over 100,000 population closest to a given small city.

4. Where-am-I queries. We are given a point and we want to know in which 
shape, if any, the point is located. A familiar example is what happens
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when you click your mouse, and the system determines which of the dis
played elements you were clicking.

14.4.2 Executing Range Queries Using Conventional 
Indexes

Now, let us consider to what extent one-dimensional indexes help in answering 
range queries. Suppose for simplicity that there are two dimensions, x  and y. 
We could put a secondary index on each of the dimensions, x  and y. Using a 
B-tree for each would make it especially easy to get a range of values for each 
dimension.

Given ranges in both dimensions, we could begin by using the B-tree for x  
to get pointers to all of the records in the range for x. Next, we use the B-tree 
for y to get pointers to the records for all points whose ^/-coordinate is in the 
range for y. Then, we intersect these pointers, using the idea of Section 14.1.7. 
If the pointers fit in main memory, then the total number of disk I /O ’s is the 
number of leaf nodes of each B-tree that need to be examined, plus a few I/O ’s 
for finding our way down the B-trees (see Section 14.2.7). To this amount we 
must add the disk I /O ’s needed to retrieve all the matching records, however 
many they may be.

E xam ple 14.26: Let us consider a hypothetical set of 1,000,000 points dis
tributed randomly in a space in which both the x- and y-coordinates range from
0 to 1000. Suppose that 100 point records fit on a block, and an average B-tree 
leaf has about 200 key-pointer pairs (recall that not all slots of a B-tree block 
are necessarily occupied, at any given time). We shall assume there are B-tree 
indexes on both x  and y.

Imagine we are given the range query asking for points in the square of 
side 100 surrounding the center of the space, that is, 450 < x  < 550 and 
450 < y <  550. Using the B-tree for x, we can find pointers to all the records 
with x  in the range; there should be about 100,000 pointers, and this number of 
pointers should fit in main memory. Similarly, we use the B-tree for y to get the 
pointers to all the records with y in the desired range; again there are about
100,000 of them. Approximately 10,000 pointers will be in the intersection 
of these two sets, and it is the records reached by the 10,000 pointers in the 
intersection that form our answer.

Now, let us estimate the number of disk I /O ’s needed to answer the range 
query. First, as we pointed out in Section 14.2.7, it is generally feasible to keep 
the root of any B-tree in main memory. Section 14.2.4 showed how to access 
the 100,000 pointers in either dimension by examining one intermediate-level 
node and all the leaves that contain the desired pointers. Since we assumed 
leaves have about 200 key-pointer pairs each, we shall have to look at about 
500 leaf blocks in each of the B-trees. When we add in one intermediate node 
per B-tree, we have a total of 1002 disk I /O ’s.

Finally, we have to retrieve the blocks containing the 10,000 desired records.
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If they are stored randomly, we must expect that they will be on almost 10,000 
different blocks. Since the entire file of a million records is assumed stored over
10,000 blocks, packed 100 to a block, we essentially have to look at every block 
of the data file anyway. Thus, in this example at least, conventional indexes 
have been little if any help in answering the range query. Of course, if the range 
were smaller, then constructing the intersection of the two pointer sets would 
allow us to limit the search to a fraction of the blocks in the data file. □

14.4.3 Executing Nearest-Neighbor Queries Using 
Conventional Indexes

Almost any data structure we use will allow us to answer a nearest-neighbor 
query by picking a range in each dimension, asking the range query, and select
ing the point closest to the target within that range. Unfortunately, there are 
two things that could go wrong:

1. There is no point within the selected range.

2. The closest point within the range might not be the closest point overall, 
as suggested by Fig. 14.31.

Possible 
closer point

Figure 14.31: The point is in the range, but there could be a closer point outside 
the range

The general technique we shall use for answering nearest-neighbor queries is 
to begin by estimating a range in which the nearest point is likely to be found, 
and executing the corresponding range query. If no points are found within that 
range, we repeat with a larger range, until eventually we find at least one point. 
We then consider whether there is the possibility that a closer point exists, but 
that point is outside the range just used, as in Fig. 14.31. If so, we increase the 
range once more and retrieve all points in the larger range, to check.

14.4.4 Overview of M ultidimensional Index Structures
Most data structures for supporting queries on multidimensional data fall into 
one of two categories:
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1. Hash-table-like approaches.

2. Tree-like approaches.

For each of these structures, we give up something that we have in one-dimen
sional index structures. With the hash-based schemes — grid files and parti
tioned hash functions in Section 14.5 — we no longer have the advantage that 
the answer to our query is in exactly one bucket. However, each of these schemes 
limit our search to a subset of the buckets. With the tree-based schemes, we 
give up at least one of these important properties of B-trees:

1. The balance of the tree, where all leaves are at the same level.

2. The correspondence between tree nodes and disk blocks.

3. The speed with which modifications to the data may be performed.

As we shall see in Section 14.6, trees often will be deeper in some parts than in 
others; often the deep parts correspond to regions that have many points. We 
shall also see that it is common that the information corresponding to a tree 
node is considerably smaller than what fits in one block. It is thus necessary to 
group nodes into blocks in some useful way.

14.5 Hash Structures for M ultidimensional Data
In this section we shall consider two data structures that generalize hash tables 
built using a single key. In each case, the bucket for a point is a function, of 
all the attributes or dimensions. One scheme, called the “grid file,” usually 
doesn’t “hash” values along the dimensions, but rather partitions the dimen
sions by sorting the values along that dimension. The other, called “partitioned 
hashing,” does “hash” the various dimensions, with each dimension contribut
ing to the bucket number.

14.5.1 Grid Files
One of the simplest data structures that often outperforms single-dimension 
indexes for queries involving multidimensional data is the grid file. Think of 
the space of points partitioned in a grid. In each dimension, grid lines partition 
the space into stripes. Points that fall on a grid line will be considered to belong 
to the stripe for which that grid line is the lower boundary. The number of grid 
lines in different dimensions may vary, and there may be different spacings 
between adjacent grid lines, even between lines in the same dimension.

E xam ple 14.27: Let us introduce a running example for multidimensional 
indexes: “who buys gold jewelry?” Imagine a database of customers who have 
bought gold jewelry. To make things simple, we assume that the only relevant 
attributes are the customer’s age and salary. Our example database has twelve 
customers, which we can represent by the following age-salary pairs:
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(25,60) (45,60) (50,75) (50,100)
(50,120) (70,110) (85,140) (30,260)
(25,400) (45,350) (50,275) (60,260)

In Fig. 14.32 we see these twelve points located in a 2-dimensional space. We 
have also selected some grid lines in each dimension. For this simple example, we 
have chosen two lines in each dimension, dividing the space into nine rectangular 
regions, but there is no reason why the same number of lines must be used in 
each dimension. In general, a rectangle includes points on its lower and left 
boundaries, but not on its upper and right boundaries. For instance, the central 
rectangle in Fig. 14.32 represents points with 40 < age < 55 and 90 < salary < 
225. □

500K

Salary

225K

90K 

0
0 40 55 100

Age

Figure 14.32: A grid file

14.5.2 Lookup in a Grid File
Each of the regions into which a space is partitioned can be thought of as a 
bucket of a hash table, and each of the points in that region has its record 
placed in a block belonging to that bucket. If needed, overflow blocks can be 
used to increase the size of a bucket.

Instead of a one-dimensional array of buckets, as is found in conventional 
hash tables, the grid file uses an array whose number of dimensions is the same 
as for the data file. To locate the proper bucket for a point, we need to know, 
for each dimension, the list of values at which the grid lines occur. Hashing a 
point is thus somewhat different from applying a hash function to the values of 
its components. Rather, we look at each component of the point and determine 
the position of the point in the grid for that dimension. The positions of the 
point in each of the dimensions together determine the bucket.
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E xam ple 14.28: Figure 14.33 shows the data of Fig. 14.32 placed in buckets. 
Since the grids in both dimensions divide the space into three regions, the 
bucket array is a 3 x 3 matrix. Two of the buckets:

1. Salary between $90K and $225K and age between 0 and 40, and

2. Salary below $90K and age above 55

are empty, and we do not show a block for that bucket. The other buckets are 
shown, with the artificially low maximum of two data points per block. In this 
simple example, no bucket has more than two members, so no overflow blocks 
are needed. □

Figure 14.33: A grid file representing the points of Fig. 14.32

14.5.3 Insertion Into Grid Files
When we insert a record into a grid file, we follow the procedure for lookup 
of the record, and we place the new record in that bucket. If there is room in 
the block for the bucket then there is nothing more to do. The problem occurs 
when there is no room in the bucket. There are two general approaches:

1. Add overflow blocks to the buckets, as needed.
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Accessing Buckets of a Grid File

While finding the proper coordinates for a point in a three-by-three grid 
like Fig. 14.33 is easy, we should remember that the grid file may have a 
very large number of stripes in each dimension. If so, then we must create 
an index for each dimension. The search key for an index is the set of 
partition values in that dimension.

Given a value v in some coordinate, we search for the greatest key 
value w less than or equal to v. Associated with w in that index will be 
the row or column of the matrix into which v falls. Given values in each 
dimension, we can find where in the matrix the pointer to the bucket falls. 
We may then retrieve the block with that pointer directly.

In extreme cases, the matrix is so big, that most of the buckets are 
empty and we cannot afford to store all the empty buckets. Then, we 
must treat the matrix as a relation whose attributes are the corners of 
the nonempty buckets and a final attribute representing the pointer to the 
bucket. Lookup in this relation is itself a multidimensional search, but its 
size is smaller than the size of the data file itself.

2. Reorganize the structure by adding or moving the grid lines. This ap
proach is similar to the dynamic hashing techniques discussed in Sec
tion 14.3, but there are additional problems because the contents of buck
ets are linked across a dimension. That is, adding a grid line splits all the 
buckets along that line. As a result, it may not be possible to select a new 
grid line that does the best for all buckets. For instance, if one bucket is 
too big, we might not be able to choose either a dimension along which 
to split or a point at which to split, without making many empty buckets 
or leaving several very full ones.

E xam ple  14.29: Suppose someone 52 years old with an income of 8200K 
buys gold jewelry. This customer belongs in the central rectangle of Fig. 14.32. 
However, there are now three records in that bucket. We could simply add an 
overflow block. If we want to split the bucket, then we need to choose either 
the age or salary dimension, and we need to choose a new grid line to create 
the division. There are only three ways to introduce a grid line that will split 
the central bucket so two points are on one side and one on the other, which is 
the most even possible split in this case.

1. A vertical line, such as age =  51, that separates the two 50’s from the 
52. This line does nothing to split the buckets above or below, since both 
points of each of the other buckets for age 40-55 are to the left of the line 
age -  51.
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2. A horizontal line that separates the point with salary =  200 from the 
other two points in the central bucket. We may as well choose a number 
like 130, which also splits the bucket to the right (that for age 55-100 and 
salary 90-225).

3. A horizontal line that separates the point with salary =  100 from the 
other two points. Again, we would be advised to pick a number like 115 
that also splits the bucket to the right.

Choice (1) is probably not advised, since it doesn’t  split any other bucket; 
we are left with more empty buckets and have not reduced the size of any 
occupied buckets, except for the one we had to split. Choices (2) and (3) are 
equally good, although we might pick (2) because it puts the horizontal grid 
line at salary =  130, which is closer to midway between the upper and lower 
limits of 90 and 225 than we get with choice (3). The resulting partition into 
buckets is shown in Fig. 14.34. □
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Salary

225K

130K 
90K

0
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Figure 14.34: Insertion of the point (52,200) followed by splitting of buckets

14.5.4 Performance of Grid Files
Let us consider how many disk I/O ’s a grid file requires on various types of 
queries. We have been focusing on the two-dimensional version of grid files, 
although they can be used for any number of dimensions. One major problem 
in the high-dimensional case is that the number of buckets grows exponentially 
with the number of dimensions. If large portions of a space are empty, then 
there will be many empty buckets. We can envision the problem even in two 
dimensions. Suppose that there were a high correlation between age and salary,
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so all points in Fig. 14.32 lay along the diagonal. Then no m atter where we 
placed the grid lines, the buckets off the diagonal would have to be empty.

However, if the data is well distributed, and the data file itself is not too 
large, then we can choose grid lines so that:

1. There are sufficiently few buckets that we can keep the bucket matrix in 
main memory, thus not incurring disk I/O  to consult it, or to add rows 
or columns to the matrix when we introduce a new grid line.

2. We can also keep in memory indexes on the values of the grid lines in 
each dimension (as per the box “Accessing Buckets of a Grid File”), or 
we can avoid the indexes altogether and use main-memory binary search 
of the values defining the grid lines in each dimension.

3. The typical bucket does not have more than a few overflow blocks, so we 
do not incur too many disk I /O ’s when we search through a bucket.

Under those assumptions, here is how the grid file behaves on some important 
classes of queries.

L ookup o f  Specific P o in ts

We are directed to the proper bucket, so the only disk I/O  is what is necessary 
to read the bucket. If we are inserting or deleting, then an additional disk 
write is needed. Inserts that require the creation of an overflow block cause an 
additional write.

P artia l-M atch  Q ueries

Examples of this query would include “find all customers aged 50,” or “find all 
customers with a salary of $200K.” Now, we need to look at all the buckets in 
a row or column of the bucket matrix. The number of disk I /O ’s can be quite 
high if there are many buckets in a row or column, but only a small fraction of 
all the buckets will be accessed.

R ange Q ueries

A range query defines a rectangular region of the grid, and all points found 
in the buckets that cover that region will be answers to the query, with the 
exception of some of the points in buckets on the border of the search region. 
For example, if we want to find all customers aged 35-45 with a salary of 50-100, 
then we need to look in the four buckets in the lower left of Fig. 14.32. In this 
case, all buckets are on the border, so we may look at a good number of points 
that are not answers to the query. However, if the search region involves a large 
number of buckets, then most of them must be interior, and all their points are 
answers. For range queries, the number of disk 1/O’s may be large, as we may 
be required to examine many buckets. However, since range queries tend to
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produce large answer sets, we typically will examine not too many more blocks 
than the minimum number of blocks on which the answer could be placed by 
any organization whatsoever.

N earest-N eighbor Q ueries

Given a point P, we start by searching the bucket in which that point belongs. 
If we find at least one point there, we have a candidate Q for the nearest 
neighbor. However, it is possible that there are points in adjacent buckets that 
are closer to P  than Q is; the situation is like that suggested in Fig. 14.31. We 
have to consider whether the distance between P  and a border of its bucket is 
less than the distance from P  to Q. If there are such borders, then the adjacent 
buckets on the other side of each such border must be searched also. In fact, 
if buckets are severely rectangular — much longer in one dimension than the 
other — then it may be necessary to search even buckets that are not adjacent 
to the one containing point P.

E xam ple 14.30: Suppose we are looking in Fig. 14.32 for the point nearest 
P  =  (45,200). We find that (50,120) is the closest point in the bucket, at 
a distance of 80.2. No point in the lower three buckets can be this close to 
(45,200), because their salary component is at most 90, so we can omit searching 
them. However, the other five buckets must be searched, and we find that there 
are actually two equally close points: (30,260) and (60,260), at a distance of 
61.8 from P. Generally, the search for a nearest neighbor can be limited to a 
few buckets, and thus a few disk I /O ’s. However, since the buckets nearest the 
point P  may be empty, we cannot easily put an upper bound on how costly the 
search is. □

14.5.5 Partitioned Hash Functions
Hash functions can take a list of values as arguments, although typically there 
is only one argument. For instance, if a is an integer-valued attribute and 6 is a 
character-string-valued attribute, then we could compute h(a, b) by adding the 
value of a to the value of the ASCII code for each character of b, dividing by 
the number of buckets, and taking the remainder.

However, such a hash table could be used only in queries that specified 
values for both a and b. A preferable option is to design the hash function 
so it produces some number of bits, say k. These k bits are divided among n 
attributes, so that we produce ki bits of the hash value from the ith  attribute, 
and Y^i=i ki = k- More precisely, the hash function h is actually a list of hash 
functions (h i ,h i , . . .  , hn), such that hi applies to a value for the ith  attribute 
and produces a sequence of ki bits. The bucket in which to place a tuple with 
values (v i,v 2 ,- .-  ,vn) for the n  attributes is computed by concatenating the bit 
sequences: hi(v i)h 2 (v2) ■ ■ ■ h„(vn).

E xam ple 14.31: If we have a hash table with 10-bit bucket numbers (1024 
buckets), we could devote four bits to attribute a and the remaining six bits to
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attribute 6. Suppose we have a tuple with o-value A  and 6-value B, perhaps 
with other attributes that are not involved in the hash. If ha{A) =  0101 and 
hb(B) — 111000, then this tuple hashes to bucket 0101111000, the concatenation 
of the two bit sequences.

By partitioning the hash function this way, we get some advantage from 
knowing values for any one or more of the attributes that contribute to the 
hash function. For instance, if we are given a value A  for attribute o, and we 
find that ha(A) =  0101, then we know that the only tuples with o-value A 
are in the 64 buckets whose numbers are of the form 0101 • • • , where the • • • 
represents any six bits. Similarly, if we are given the 6-value B  of a tuple, we 
can isolate the possible buckets of the tuple to the 16 buckets whose number 
ends in the six bits ht{B). □

E xam ple 14.32 : Suppose we have the “gold jewelry” data of Example 14.27, 
which we want to store in a partitioned hash table with eight buckets (i.e., three 
bits for bucket numbers). We assume as before that two records are all that can 
fit in one block. We shall devote one bit to the age attribute and the remaining 
two bits to the salary attribute.

Figure 14.35: A partitioned hash table

For the hash function on age, we shall take the age modulo 2; that is, a 
record with an even age will hash into a bucket whose number is of the form 
0xy  for some bits x  and y. A record with an odd age hashes to one of the buckets 
with a number of the form lxy . The hash function for salary will be the salary 
(in thousands) modulo 4. For example, a salary that leaves a remainder of 1 
when divided by 4, such as 57K, will be in a bucket whose number is zOl for 
some bit z.



14.5. HASH STRUCTURES FOR MULTIDIMENSIONAL DATA 673

In Fig. 14.35 we see the data from Example 14.27 placed in this hash table. 
Notice that, because we have used mostly ages and salaries divisible by 10, the 
hash function does not distribute the points too well. Two of the eight buckets 
have four records each and need overflow blocks, while three other buckets are 
empty. □

14.5.6 Comparison of Grid Files and Partitioned Hashing
The performance of the two data structures discussed in this section are quite 
different. Here are the major points of comparison.

• Partitioned hash tables are actually quite useless for nearest-neighbor 
queries or range queries. The problem is that physical distance between 
points is not reflected by the closeness of bucket numbers. Of course we 
could design the hash function on some attribute a so the smallest values 
were assigned the first bit string (all 0’s), the next values were assigned the 
next bit string (00 ■ • • 01), and so on. If we do so, then we have reinvented 
the grid file.

• A well chosen hash function will randomize the buckets into which points 
fall, and thus buckets will tend to be equally occupied. However, grid 
files, especially when the number of dimensions is large, will tend to leave 
many buckets empty or nearly so. The intuitive reason is that when there 
are many attributes, there is likely to be some correlation among at least 
some of them, so large regions of the space are left empty. For instance, 
we mentioned in Section 14.5.4 that a correlation between age and salary 
would cause most points of Fig. 14.32 to lie near the diagonal, with most of 
the rectangle empty. As a consequence, we can use fewer buckets, and/or 
have fewer overflow blocks in a partitioned hash table than in a grid file.

Thus, if we are required to support only partial match queries, where we 
specify some attributes’ values and leave the other attributes completely un
specified, then the partitioned hash function is likely to outperform the grid 
file. Conversely, if we need to do nearest-neighbor queries or range queries 
frequently, then we would prefer to use a grid file.

14.5.7 Exercises for Section 14.5
Exercise 14.5.1: In Fig. 14.36 are specifications for twelve of the thirteen 
PC’s introduced in Fig. 2.21. Suppose we wish to design an index on speed and 
hard-disk size only.

a) Choose five grid lines (total for the two dimensions), so that there are no 
more than two points in any bucket.

! b) Can you separate the points with at most two per bucket if you use only 
four grid lines? Either show how or argue that it is not possible.
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model speed ram hd
1001 2.66 1024 250
1002 2.10 512 250
1003 1.42 512 80
1004 2.80 1024 250
1005 3.20 512 250
1006 3.20 1024 320
1007 2.20 1024 200
1008 2.20 2048 250
1009 2.00 1024 250
1010 2.80 2048 300
1011 1.86 2048 160
1012 2.80 1024 160

Figure 14.36: Some PC’s and their characteristics

! c) Suggest a partitioned hash function that will partition these points into 
four buckets with at most four points per bucket.

! E xercise 14.5.2: Suppose we wish to place the data of Fig. 14.36 in a three- 
dimensional grid file, based on the speed, ram, and hard-disk attributes. Sug
gest a partition in each dimension that will divide the data well.

Exercise 14.5.3: Choose a partitioned hash function with one bit for each of 
the three attributes speed, ram, and hard-disk that divides the data of Fig. 14.36 
well.

Exercise 14.5.4: Suppose we place the data of Fig. 14.36 in a grid file with 
dimensions for speed and ram only. The partitions are at speeds of 2.00, 2.20, 
and 2.80, and at ram of 1024 and 2048. Suppose also that only two points can 
fit in one bucket. Suggest good splits if we insert a point with speed 2.5 and 
ram 1536.

E xercise 14.5.5: Suppose we store a relation R (x ,y)  in a grid file. Both 
attributes have a range of values from 0 to 1000. The partitions of this grid file 
happen to be uniformly spaced; for x  there are partitions every 20 units, at 20, 
40, 60, and so on, while for y the partitions are every 50 units, at 50, 100, 150, 
and so on.

a) How many buckets do we have to examine to answer the range query 

SELECT * FROM R
WHERE 310 < x AND x < 400 AND 520 < y AND y < 730;
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! b) We wish to perform a nearest-neighbor query for the point (110,205). 
We begin by searching the bucket with lower-left corner at (100,200) and 
upper-right corner at (120,250), and we find that the closest point in this 
bucket is (115,220). What other buckets must be searched to verify that 
this point is the closest?

E xercise 14.5.6: Suppose we have a hash table whose buckets are numbered
0 to 2n — 1; i.e., bucket addresses are n bits long. We wish to store in the table 
a relation with two attributes x  and y. A query will specify either a value for 
x  or y, but never both. With probability p, it is x  whose value is specified.

a) Suppose we partition the hash function so that m bits are devoted to x  
and the remaining n — m  bits to y. As a function of m, n, and p, what 
is the expected number of buckets that must be examined to answer a 
random query?

b) For what value of m  (as a function of n  and p) is the expected number of 
buckets minimized? Do not worry that this m  is unlikely to be an integer.

14.6 Tree Structures for M ultidimensional Data
We shall now consider four more structures that are useful for range queries or 
nearest-neighbor queries on multidimensional data. In order, we shall consider:

1. Multiple-key indexes.

2. kd-trees.

3. Quad trees.

4. R-trees.

The first three are intended for sets of points. The R-tree is commonly used to 
represent sets of regions; it is also useful for points.

14.6.1 M ultiple-Key Indexes
Suppose we have several attributes representing dimensions of our data points, 
and we want to support range queries or nearest-neighbor queries on these 
points. A simple tree scheme for accessing these points is an index of indexes, 
or more generally a tree in which the nodes at each level are indexes for one 
attribute.

The idea is suggested in Fig. 14.37 for the case of two attributes. The 
“root of the tree” is an index for the first of the two attributes. This index 
could be any type of conventional index, such as a B-tree or a hash table. The 
index associates with each of its search-key values — i.e., values for the first 
attribute — a pointer to another index. If V  is a value of the first attribute,
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Index on 
first attribute

Indexes on 
second attribute

Figure 14.37: Using nested indexes on different keys

then the index we reach by following key V  and its pointer is an index into the 
set of points that have V  for their value in the first attribute and any value for 
the second attribute.

E xam ple 14.33: Figure 14.38 shows a multiple-key index for our running 
“gold jewelry” example, where the first attribute is age, and the second attribute 
is salary. The root index, on age, is suggested at the left of Fig. 14.38. At the 
right of Fig. 14.38 are seven indexes that provide access to the points themselves. 
For example, if we follow the pointer associated with age 50 in the root index, 
we get to a smaller index where salary is the key, and the four key values in the 
index are the four salaries associated with points that have age 50: salaries 75, 
100, 120, and 275. □

In a multiple-key index, some of the second- or higher-level indexes may be 
very small. For example, Fig 14.38 has four second-level indexes with but a 
single pair. Thus, it may be appropriate to implement these indexes as simple 
tables that are packed several to a block.

14.6.2 Performance of M ultiple-Key Indexes
Let us consider how a multiple key index performs on various kinds of multidi
mensional queries. We shall concentrate on the case of two attributes, although 
the generalization to more than two attributes is unsurprising.

P a rtia l-M a tc h  Q ueries

If the first attribute is specified, then the access is quite efficient. We use the 
root index to find the one subindex that leads to the points we want. On the
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Figure 14.38: Multiple-key indexes for age/salary data

other hand, if the first attribute does not have a specified value, then we must 
search every subindex, a potentially time-consuming process.

R ange Q ueries

The multiple-key index works quite well for a range query, provided the indi
vidual indexes themselves support range queries on their attribute — B-trees 
or indexed-sequential files, for instance. To answer a range query, we use the 
root index and the range of the first attribute to find all of the subindexes that 
might contain answer points. We then search each of these subindexes, using 
the range specified for the second attribute.

N earest-N eig h b o r Q ueries

These queries can be answered by a series of range queries, as described in 
Section 14.4.3.

14.6.3 kd-Trees
A kd-tree (fc-dimensional search tree) is a main-memory data structure gener
alizing the binary search tree to multidimensional data. We shall present the 
idea and then discuss how the idea has been adapted to the block model of 
storage. A kd-trce is a binary tree in which interior nodes have an associated 
attribute a and a value V  that splits the data points into two parts: those with
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a-value less than V  and those with o-value equal to or greater than V. The 
attributes at different levels of the tree are different, with levels rotating among 
the attributes of all dimensions.

In the classical fcrf-tree, the data points are placed at the nodes, just as in 
a binary search tree. However, we shall make two modifications in our initial 
presentation of the idea to take some limited advantage of the block model of 
storage.

1. Interior nodes will have only an attribute, a dividing value for that at
tribute, and pointers to left and right children.

2. Leaves will be blocks, with space for as many records as a block can hold.

C^Salaiy 8 0 ^ )

50,100 30,260 25,400
50,120 45,350

25,60 45,60
50,75

Figure 14.39: A kd-tree

E xam ple 14.34: In Fig. 14.39 is a kd-tree for the twelve points of our running 
gold-jewelry example. We use blocks that hold only two records for simplicity; 
these blocks and their contents are shown as square leaves. The interior nodes 
are ovals with an attribute — either age or salary — and a value. For instance, 
the root splits by salary, with all records in the left subtree having a salary less 
than $150K, and all records in the right subtree having a salary at least $150K.

At the second level, the split is by age. The left child of the root splits at 
age 60, so everything in its left subtree will have age less than 60 and salary 
less than $150K. Its right subtree will have age at least 60 and salary less than 
$150K. Figure 14.40 suggests how the various interior nodes split the space 
of points into leaf blocks. For example, the horizontal line at salary =  150 
represents the split at the root. The space below that line is split vertically at 
age 60, while the space above is split at age 47, corresponding to the decision 
at the right child of the root. □
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500K

Salary

100
Age

Figure 14.40: The partitions implied by the tree of Fig. 14.39

14.6.4 Operations on kd -Trees
A lookup of a tuple, given values for all dimensions, proceeds as in a binary 
search tree. We make a decision which way to go at each interior node and are 
directed to a single leaf, whose block we search.

To perform an insertion, we proceed as for a lookup. We are eventually 
directed to a leaf, and if its block has room we put the new data point there. 
If there is no room, we split the block into two, and we divide its contents 
according to whatever attribute is appropriate at the level of the leaf being 
split. We create a new interior node whose children are the two new blocks, 
and we install at that interior node a splitting value that is appropriate for the 
split we have just made.8

E xam ple 14.35: Suppose someone 35 years old with a salary of S500K buys 
gold jewelry. Starting at the root, since the salary is at least $150K we go to 
the right. There, we compare the age 35 with the age 47 at the node, which 
directs us to the left. At the third level, we compare salaries again, and our 
salary is greater than the splitting value, $300K. We are thus directed to a leaf 
containing the points (25,400) and (45,350), along with the new point (35,500).

There isn’t room for three records in this block, so we must split it. The 
fourth level splits on age, so we have to pick some age that divides the records 
as evenly as possible. The median value, 35, is a good choice, so we replace the 
leaf by an interior node that splits on age =  35. To the left of this interior node 
is a leaf block with only the record (25,400), while to the right is a leaf block 
with the other two records, as shown in Fig. 14.41. □

8O ne prob lem  th a t  m ight arise  is a  s itu a tio n  w here th e re  a re  so m any  p o in ts w ith  th e  sam e 
value in a  given d im ension  th a t  th e  bucket has only one value in th a t  d im ension an d  canno t 
be sp lit. W e can t r y  sp littin g  along an o th e r  d im ension, o r we can  use an  overflow block.
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Figure 14.41: Tree after insertion of (35,500)

The more complex queries discussed in this chapter are also supported by a 
kd-tree. Here are the key ideas and synopses of the algorithms:

P artia l-M atch  Q ueries

If we are given values for some of the attributes, then we can go one way when 
we are at a level belonging to an attribute whose value we know. When we 
don’t  know the value of the attribute at a node, we must explore both of its 
children. For example, if we ask for all points with age =  50 in the tree of 
Fig. 14.39, we must look at both children of the root, since the root splits on 
salary. However, at the left child of the root, we need go only to the left, and at 
the right child of the root we need only explore its right subtree. For example, 
if the tree is perfectly balanced and the index has two dimensions, one of which 
is specified in the search, then we would have to explore both ways at every 
other level, ultimately reaching about the square root of the total number of 
leaves.

R ange Q ueries

Sometimes, a range will allow us to move to only one child of a node, but if 
the range straddles the splitting value at the node then we must explore both 
children. For example, given the range of ages 35 to 55 and the range of salaries 
from $100K to $200K, we would explore the tree of Fig. 14.39 as follows. The 
salary range straddles the $150K at the root, so we must explore both children. 
At the left child, the range is entirely to the left, so we move to the node with 
salary $80K. Now, the range is entirely to the right, so we reach the leaf with 
records (50,100) and (50,120), both of which meet the range query. Returning 
to the right child of the root, the splitting value age =  47 tells us to look at both
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subtrees. At the node with salary S300K, we can go only to the left, finding 
the point (30,260), which is actually outside the range. At the right child of 
the node for age =  47, we find two other points, both of which are outside the 
range.

14.6.5 Adapting kd-Trees to Secondary Storage
Suppose we store a file in a kd-tree with n  leaves. Then the average length of a 
path from the root to a leaf will be about log2 n, as for any binary tree. If we 
store each node in a block, then as we traverse a path we must do one disk I/O  
per node. For example, if n  =  1000, then we need about 10 disk I/O ’s, much 
more than the 2 or 3 disk I /O ’s that would be typical for a B-tree, even on a 
much larger file. In addition, since interior nodes of a kd-tree have relatively 
little information, most of the block would be wasted space. Two approaches 
to the twin problems of long paths and unused space are:

1. Multiway Branches at Interior Nodes. Interior nodes of a kd-tree could 
look more like B-tree nodes, with many key-pointer pairs. If we had n 
keys at a node, we could split values of an attribute a into n +1 ranges. If 
there were n-1-1 pointers, we could follow the appropriate one to a subtree 
that contained only points with attribute a in that range.

2. Group Interior Nodes Into Blocks. We could pack many interior nodes, 
each with two children, into a single block. To minimize the number of 
blocks that we must read from disk while traveling down one path, we 
are best off including in one block a node and all its descendants for some 
number of levels. That way, once we retrieve the block with this node, 
we are sure to use some additional nodes on the same block, saving disk 
I /O ’s.

14.6.6 Quad Trees
In a quad tree, each interior node corresponds to a square region in two di
mensions, or to a ^-dimensional cube in k dimensions. As with the other data 
structures in this chapter, we shall consider primarily the two-dimensional case. 
If the number of points in a square is no larger than what will fit in a block, 
then we can think of this square as a leaf of the tree, and it is represented by 
the block that holds its points. If there are too many points to fit in one block, 
then we treat the square as an interior node, with children corresponding to its 
four quadrants.

E xam ple 14.36: Figure 14.42 shows the gold-jewelry data points organized 
into regions that correspond to nodes of a quad tree. For ease of calculation, we 
have restricted the usual space so salary ranges between 0 and S400K, rather 
than up to $500K as in other examples of this chapter. We continue to make 
the assumption that only two records can fit in a block.
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400K

Salary

•  •

100
Age

Figure 14.42: Data organized in a quad tree

Figure 14.43 shows the tree explicitly. We use the compass designations for 
the quadrants and for the children of a node (e.g., SW stands for the southwest 
quadrant — the points to the left and below the center). The order of children 
is always as indicated at the root. Each interior node indicates the coordinates 
of the center of its region.

Since the entire space has 12 points, and only two will fit in one block, 
we must split the space into quadrants, which we show by the dashed line in 
Fig. 14.42. Two of the resulting quadrants — the southwest and northeast — 
have only two points. They can be represented by leaves and need not be split 
further.

Figure 14.43: A quad tree

The remaining two quadrants each have more than two points. Both are 
split into subquadrants, as suggested by the dotted lines in Fig. 14.42. Each of 
the resulting quadrants has at most two points, so no more splitting is necessary.
□
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Since interior nodes of a quad tree in k dimensions have 2k children, there 
is a range of k where nodes fit conveniently into blocks. For instance, if 128, or 
27, pointers can fit in a block, then fc =  7 is a convenient number of dimensions. 
However, for the 2-dimensional case, the situation is not much better than for 
fcd-trees; an interior node has four children. Moreover, while we can choose the 
splitting point for a kd-tree node, we are constrained to pick the center of a 
quad-tree region, which may or may not divide the points in that region evenly. 
Especially when the number of dimensions is large, we expect to find many null 
pointers (corresponding to empty quadrants) in interior nodes. Of course we 
can be somewhat clever about how high-dimension nodes are represented, and 
keep only the non-null pointers and a designation of which quadrant the pointer 
represents, thus saving considerable space.

We shall not go into detail regarding the standard operations that we dis
cussed in Section 14.6.4 for kd-trees. The algorithms for quad trees resemble 
those for kd-trees.

14.6.7 R-Trees

An R-tree (region tree) is a data structure that captures some of the spirit of 
a B-tree for multidimensional data. Recall that a B-tree node has a set of keys 
that divide a line into segments. Points along that line belong to only one 
segment, as suggested by Fig. 14.44. The B-tree thus makes it easy for us to 
find points; if we think the point is somewhere along the line represented by 
a B-tree node, we can determine a unique child of that node where the point 
could be found.

Figure 14.44: A B-tree node divides keys along a line into disjoint segments

An R-tree, on the other hand, represents data that consists of 2-dimensional, 
or higher-dimensional regions, which we call data regions. An interior node of 
an R-tree corresponds to some interior region, or just “region,” which is not 
normally a data region. In principle, the region can be of any shape, although 
in practice it is usually a rectangle or other simple shape. The R-tree node 
has, in place of keys, subregions that represent the contents of its children. The 
subregions are allowed to overlap, although it is desirable to keep the overlap 
small.

Figure 14.45 suggests a node of an R-tree that is associated with the large 
solid rectangle. The dotted rectangles represent the subregions associated with 
four of its children. Notice that the subregions do not cover the entire region, 
which is satisfactory as long as each data region that lies within the large region 
is wholly contained within one of the small regions.
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Figure 14.45: The region of an R-tree node and subregions of its children

14.6.8 Operations on R-Trees

A typical query for which an R-tree is useful is a “where-am-I” query, which 
specifies a  point P  and asks for the data region or regions in which the point lies. 
We start at the root, with which the entire region is associated. We examine 
the subregions at the root and determine which children of the root correspond 
to interior regions that contain point P. Note that there may be zero, one, or 
several such regions.

If there are zero regions, then we are done; P  is not in any data region. If 
there is a t least one interior region that contains P, then we must recursively 
search for P  at the child corresponding to each such region. When we reach 
one or more leaves, we shall find the actual data regions, along with either the 
complete record for each data region or a pointer to that record.

When we insert a new region R  into an R-tree, we start at the root and try 
to find a subregion into which R  fits. If there is more than one such region, then 
we pick one, go to its corresponding child, and repeat the process there. If there 
is no subregion that contains R, then we have to expand one of the subregions. 
Which one to pick may be a difficult decision. Intuitively, we want to expand 
regions as little as possible, so we might ask which of the children’s subregions 
would have their area increased as little as possible, change the boundary of 
that region to include R, and recursively insert R  at the corresponding child.

Eventually, we reach a leaf, where we insert the region R. However, if there 
is no room for R  a t that leaf, then we must split the leaf. How we split the 
leaf is subject to some choice. We generally want the two subregions to be as 
small as possible, yet they must, between them, cover all the data regions of 
the original leaf. Having split the leaf, we replace the region and pointer for the 
original leaf at the node above by a pair of regions and pointers corresponding 
to the two new leaves. If there is room at the parent, we are done. Otherwise, 
as in a B-tree, we recursively split nodes going up the tree.

E xam ple  14.37: Let us consider the addition of a new region to the map of 
Fig. 14.30. Suppose that leaves have room for six regions. Further suppose that 
the six regions of Fig. 14.30 are together on one leaf, whose region is represented 
by the outer (solid) rectangle in Fig. 14.46.
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0 100

Figure 14.46: Splitting the set of objects

Now, suppose the local cellular phone company adds a POP (point of pres
ence, or base station) at the position shown in Fig. 14.46. Since the seven data 
regions do not fit on one leaf, we shall split the leaf, with four in one leaf and 
three in the other. Our options are many; we have picked in Fig. 14.46 the 
division (indicated by the inner, dashed rectangles) that minimizes the overlap, 
while splitting the leaves as evenly as possible.

((0,0),(60,50)) ©008£

road l road2 housel school house2 pipeline pop

Figure 14.47: An R-tree

We show in Fig. 14.47 how the two new leaves fit into the R-tree. The parent 
of these nodes has pointers to both leaves, and associated with the pointers are 
the lower-left and upper-right corners of the rectangular regions covered by each 
leaf. □

E xam ple 14.38: Suppose we inserted another house below house2, with lower- 
left coordinates (70,5) and upper-right coordinates (80,15). Since this house is
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100

Figure 14.48: Extending a region to accommodate new data

not wholly contained within either of the leaves’ regions, we must choose which 
region to expand. If we expand the lower subregion, corresponding to the first 
leaf in Fig. 14.47, then we add 1000 square units to the region, since we extend 
it 20 units to the right. If we extend the other subregion by lowering its bottom 
by 15 units, then we add 1200 square units. We prefer the first, and the new 
regions are changed in Fig. 14.48. We also must change the description of the 
region in the top node of Fig. 14.47 from ((0,0), (60,50)) to ((0,0), (80,50)).
□

14.6.9 Exercises for Section 14.6
E xercise 14.6.1: Show a multiple-key index for the data of Fig. 14.36 if the 
indexes are on:

a) Speed, then ram.

b) Ram then hard-disk.

c) Speed, then ram, then hard-disk.

E xercise 14.6.2: Place the data of Fig. 14.36 in a fcd-tree. Assume two records 
can fit in one block. At each level, pick a separating value that divides the data 
as evenly as possible. For an order of the splitting attributes choose:

a) Speed, then ram, alternating.

b) Speed, then ram, then hard-disk, alternating.
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c) Whatever attribute produces the most even split at each node.

Exercise 14.6.3: Suppose we have a relation R (x ,y ,z ) ,  where the pair of 
attributes x  and y together form the key. Attribute x  ranges from 1 to 100, 
and y ranges from 1 to 1000. For each x  there are records with 100 different 
values of y, and for each y there are records with 10 different values of x. Note 
that there are thus 10,000 records in R. We wish to use a multiple-key index 
that will help us to answer queries of the form

SELECT z 
FROM R
WHERE x = C AND y = D;

where C  and D are constants. Assume that blocks can hold ten key-pointer 
pairs, and we wish to create dense indexes at each level, perhaps with sparse 
higher-level indexes above them, so that each index starts from a single block. 
Also assume that initially all index and data blocks are on disk.

a) How many disk I/O ’s are necessary to answer a query of the above form 
if the first index is on x l

b) How many disk I/O ’s are necessary to answer a query of the above form 
if the first index is on y l

! c) Suppose you were allowed to buffer 11 blocks in memory at all times. 
Which blocks would you choose, and would you make x  or y the first 
index, if you wanted to minimize the number of additional disk I /O ’s 
needed?

E xercise 14.6.4: For the structure of Exercise 14.6.3(a), how many disk I /O ’s 
cure required to answer the range query in which 20 < x  < 35 and 200 < y < 350. 
Assume data is distributed uniformly; i.e., the expected number of points will 
be found within any given range.

E xercise 14.6.5: In the tree of Fig. 14.39, what new points would be directed 
to:

a) The block with point (30,260)?

b) The block with points (50,100) and (50,120)?

Exercise 14.6.6: Show a possible evolution of the tree of Fig. 14.41 if we 
insert the points (20,110) and then (40,400).

Exercise 14.6.7: We mentioned that if a kd-tree were perfectly balanced, and 
we execute a partial-match query in which one of two attributes has a value 
specified, then we wind up looking at about n  out of the n  leaves.

a) Explain why.
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b) If the tree split alternately in d dimensions, and we specified values for m  
of those dimensions, what fraction of the leaves would we expect to have 
to search?

c) How does the performance of (b) compare with a partitioned hash table?

E xercise 14.6 .8 : Place the data of Fig. 14.36 in a quad tree with dimensions 
speed and ram. Assume the range for speed is 1.00 to 5.00, and for ram it is 
500 to 3500. No leaf of the quad tree should have more than two points.

E xercise 14.6.9: Repeat Exercise 14.6.8 with the addition of a third dimen
sion, hard-disk, that ranges from 0 to 400.

! E xercise 14.6.10: If we are allowed to put the central point in a quadrant of a 
quad tree wherever we want, can we always divide a quadrant into subquadrants 
with an equal number of points (or as equal as possible, if the number of points 
in the quadrant is not divisible by 4)? Justify your answer.

! E xercise 14.6.11: Suppose we have a database of 1,000,000 regions, which 
may overlap. Nodes (blocks) of an R-tree can hold 100 regions and pointers. 
The region represented by any node has 100 subregions, and the overlap among 
these regions is such that the total area of the 100 subregions is 150% of the 
area of the region. If we perform a “where-am-I” query for a given point, how 
many blocks do we expect to retrieve?

14.7 Bitm ap Indexes
Let us now turn to a type of index that is rather different from those seen so 
far. We begin by imagining that records of a file have permanent numbers, 
1 ,2 ,...  , n. Moreover, there is some data structure for the file that lets us find 
the ith  record easily for any i. A bitmap index for a field F  is a collection of 
bit-vectors of length n, one for each possible value that may appear in the field 
F. The vector for value v has 1 in position i if the ith  record has v in field F, 
and it has 0 there if not.

E xam ple  14.39: Suppose a file consists of records with two fields, F  and G, of 
type integer and string, respectively. The current file has six records, numbered 
1 through 6, with the following values in order: (30, foo), (30, bar), (40, baz), 
(50, foo), (40, bar), (30, baz).

A bitmap index for the first field, F, would have three bit-vectors, each of 
length 6. The first, for value 30, is 110001, because the first, second, and sixth 
records have F  = 30. The other two, for 40 and 50, respectively, are 001010 
and 000100.

A bitmap index for G would also have three bit-vectors, because there are 
three different strings appearing there. The three bit-vectors are:
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Value Vector
foo 100100
bax 010010
baz 001001

In each case, l ’s indicate the records in which the corresponding string appears.
□

14.7.1 Motivation for Bitmap Indexes
It might at first appear that bitmap indexes require much too much space, 
especially when there are many different values for a field, since the total number 
of bits is the product of the number of records and the number of values. For 
example, if the field is a key, and there are n records, then n2 bits are used 
among all the bit-vectors for that field. However, compression can be used to 
make the number of bits closer to n, independent of the number of different 
values, as we shall see in Section 14.7.2.

You might also suspect that there are problems managing the bitmap in
dexes. For example, they depend on the number of a record remaining the same 
throughout time. How do we find the ith record as the file adds and deletes 
records? Similarly, values for a field may appear or disappear. How do we find 
the bitmap for a value efficiently? These and related questions are discussed in 
Section 14.7.4.

The compensating advantage of bitmap indexes is that they allow us to 
answer partial-match queries very efficiently in many situations. In a sense they 
offer the advantages of buckets that we discussed in Example 14.7, where we 
found the Movie tuples with specified values in several attributes without first 
retrieving all the records that matched in each of the attributes. An example 
will illustrate the point.

Example 14.40: Recall Example 14.7, where we queried the Movie relation 
with the query

SELECT title FROM Movie
WHERE studioName = ’Disney’ AND yeax = 2005;

Suppose there are bitmap indexes on both attributes studioName and yeax. 
Then we can intersect the vectors for year = 2005 and studioName = ’ Disney ’; 
that is, we take the bitwise AND of these vectors, which will give us a vector 
with a 1 in position i if and only if the ith  Movie tuple is for a movie made by 
Disney in 2005.

If we can retrieve tuples of Movie given their numbers, then we need to 
read only those blocks containing one or more of these tuples, just as we did in 
Example 14.7. To intersect the bit vectors, we must read them into memory, 
which requires a disk I/O  for each block occupied by one of the two vectors. As 
mentioned, we shall later address both matters: accessing records given their



690 CHAPTER 14. INDEX STRUCTURES

numbers in Section 14.7.4 and making sure the bit-vectors do not occupy too 
much space in Section 14.7.2. □

Bitmap indexes can also help answer range queries. We shall consider an 
example next that both illustrates their use for range queries and shows in detail 
with short bit-vectors how the bitwise AND and OR of bit-vectors can be used 
to discover the answer to a query without looking at any records but the ones 
we want.

E xam ple  14.41: Consider the gold-jewelry data first introduced in Exam
ple 14.27. Suppose that the twelve points of that example are records numbered 
from 1 to 12 as follows:

1
5
9

For the first component, age, there are seven different values, so the bitmap 
index for age consists of the following seven vectors:

: (25,60) 2: (45,60) 3: (50,75) 4: (50,100)
: (50,120) 6: (70,110) 7: (85,140) 8: (30,260)
: (25,400) 10: (45,350) 11: (50,275) 12: (60,260)

25
50
85

100000001000 30: 000000010000 45: 010000000100 
001110000010 60: 000000000001 70: 000001000000 
000000100000

For the salary component, there are ten different values, so the salary bitmap 
index has the following ten bit-vectors:

000100000000 
000000100000 
000000000100

60: 110000000000 75: 001000000000 100:
110: 000001000000 120: 000010000000 140:
260: 000000010001 275: 000000000010 350:
400: 000000001000

Suppose we want to find the jewelry buyers with an age in the range 45-55 
and a salary in the range 100-200. We first find the bit-vectors for the age 
values in this range; in this example there are only two: 010000000100 and 
001110000010, for 45 and 50, respectively. If we take their bitwise OR, we have 
a new bit-vector with 1 in position i if and only if the *th record has an age in 
the desired range. This bit-vector is 011110000110.

Next, we find the bit-vectors for the salaries between 100 and 200 thousand. 
There are four, corresponding to salaries 100, 110, 120, and 140; their bitwise 
OR is 000111100000.

The last step is to take the bitwise AND of the two bit-vectors we calculated 
by OR. That is:

011110000110 AND 000111100000 =  000110000000

We thus find that only the fourth and fifth records, which are (50,100) and
(50,120), are in the desired range. □
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Binary Numbers Won’t Serve as a Run-Length 
Encoding

Suppose we represented a run of i 0’s followed by a 1 with the integer i in 
binary. Then the bit-vector 000101 consists of two runs, of lengths 3 and 1, 
respectively. The binary representations of these integers are 11 and 1, so 
the run-length encoding of 000101 is 111. However, a similar calculation 
shows that the bit-vector 010001 is also encoded by 111; bit-vector 010101 
is a third vector encoded by 111. Thus, 111 cannot be decoded uniquely 
into one bit-vector.

14.7.2 Compressed Bitmaps
Suppose we have a bitmap index on field F  of a file with n  records, and there 
are m  different values for field F  that appear in the file. Then the number of 
bits in all the bit-vectors for this index is mn. If, say, blocks are 4096 bytes 
long, then we can fit 32,768 bits in one block, so the number of blocks needed 
is m n /32768. That number can be small compared to the number of blocks 
needed to hold the file itself, but the larger m  is, the more space the bitmap 
index takes.

But if m is large, then l ’s in a bit-vector will be very rare; precisely, the 
probability that any bit is 1 is 1/m. If l ’s are rare, then we have an opportunity 
to encode bit-vectors so that they take much less than n bits on the average. A 
common approach is called run-length encoding, where we represent a run, that 
is, a sequence of i 0’s followed by a 1, by some suitable binary encoding of the 
integer i. We concatenate the codes for each run together, and that sequence 
of bits is the encoding of the entire bit-vector.

We might imagine that we could just represent integer i by expressing i 
as a binary number. However, that simple a scheme will not do, because it 
is not possible to break a sequence of codes apart to determine uniquely the 
lengths of the runs involved (see the box on “Binary Numbers Won’t Serve as a 
Run-Length Encoding”). Thus, the encoding of integers i that represent a run 
length must be more complex than a simple binary representation.

We shall study one of many possible schemes for encoding. There are some 
better, more complex schemes that can improve on the amount of compression 
achieved here, by almost a factor of 2, but only when typical runs are very long. 
In our scheme, we first determine how many bits the binary representation of
i has. This number j ,  which is approximately log2 i, is represented in “unary,” 
by j  — 1 l ’s and a single 0. Then, we can follow with i in binary.9

E xam ple 14.42: If i =  13, then j  =  4; that is, we need 4 bits in the binary

9A ctually , except for th e  case th a t  j  =  1 (i.e., i =  0 or i =  1), we can  be  sure th a t  th e  
b inary  rep resen ta tion  o f i begins w ith  1. T hus, we can  save ab o u t one b it p e r  num ber if we 
om it th is  1 and  use only th e  rem ain ing  j  — 1 b its .
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representation of i. Thus, the encoding for i begins with 1110. We follow with
i in binary, or 1101. Thus, the encoding for 13 is 11101101.

The encoding for i = 1 is 01, and the encoding for i = 0 is 00. In each 
case, j  = 1, so we begin with a single 0 and follow that 0 with the one bit that 
represents i. □

If we concatenate a sequence of integer codes, we can always recover the 
sequence of run lengths and therefore recover the original bit-vector. Suppose 
we have scanned some of the encoded bits, and we are now at the beginning 
of a sequence of bits that encodes some integer i. We scan forward to the first
0, to determine the value of j .  That is, j  equals the number of bits we must 
scan until we get to the first 0 (including that 0 in the count of bits). Once we 
know j ,  we look at the next j  bits; i is the integer represented there in binary. 
Moreover, once we have scanned the bits representing i, we know where the 
next code for an integer begins, so we can repeat the process.

E xam p le 1 4 .4 3 : Let us decode the sequence 11101101001011. Starting at the 
beginning, we find the first 0 at the 4th bit, so j  = 4. The next 4 bits are 1101, 
so we determine that the first integer is 13. We are now left with 001011 to 
decode.

Since the first bit is 0, we know the next bit represents the next integer by 
itself; this integer is 0. Thus, we have decoded the sequence 13, 0, and we must 
decode the remaining sequence 1011.

We find the first 0 in the second position, whereupon we conclude that the 
final two bits represent the last integer, 3. Our entire sequence of run-lengths 
is thus 13, 0, 3. From these numbers, we can reconstruct the actual bit-vector, 
0000000000000110001. □

Technically, every bit-vector so decoded will end in a 1, and any trailing 0’s 
will not be recovered. Since we presumably know the number of records in the 
file, the additional 0’s can be added. However, since 0 in a bit-vector indicates 
the corresponding record is not in the described set, we don’t  even have to know 
the total number of records, and can ignore the trailing 0’s.

E xam p le 1 4 .4 4 : Let us convert some of the bit-vectors from Example 14.42 
to our run-length code. The vectors for the first three ages, 25, 30, and 45, 
are 100000001000, 000000010000, and 010000000100, respectively. The first of 
these has the run-length sequence (0,7). The code for 0 is 00, and the code for 
7 is 110111. Thus, the bit-vector for age 25 becomes 00110111.

Similarly, the bit-vector for age 30 has only one run, with seven 0’s. Thus, 
its code is 110111. The bit-vector for age 45 has two runs, (1,7). Since 1 has 
the code 01, and we determined that 7 has the code 110111, the code for the 
third bit-vector is 01110111. □

The compression in Example 14.44 is not great. However, we cannot see the 
true benefits when n, the number of records, is small. To appreciate the value
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of the encoding, suppose that m  — n, i.e., each value for the field on which the 
bitmap index is constructed, occurs once. Notice that the code for a run of 
length i has about 21og2 i bits. If each bit-vector has a single 1, then it has a 
single run, and the length of that run cannot be longer than n. Thus, 2 log2 n 
bits is an upper bound on the length of a bit-vector’s code in this case.

Since there are n  bit-vectors in the index, the total number of bits to repre
sent the index is at most 2n  log2 n. In comparison, the uncompressed bit-vectors 
for this data would require n 2 bits.

14.7.3 Operating on Run-Length-Encoded Bit-Vectors
When we need to perform bitwise AND or OR on encoded bit-vectors, we 
have little choice but to decode them and operate on the original bit-vectors. 
However, we do not have to do the decoding all at once. The compression 
scheme we have described lets us decode one run at a time, and we can thus 
determine where the next 1 is in each operand bit-vector. If we are taking the 
OR, we can produce a 1 at that position of the output, and if we are taking the 
AND we produce a 1 if and only if both operands have their next 1 at the same 
position. The algorithms involved are complex, but an example may make the 
idea adequately clear.

E xam ple 14.45: Consider the encoded bit-vectors we obtained in Exam
ple 14.44 for ages 25 and 30: 00110111 and 110111, respectively. We can decode 
their first runs easily; we find they are 0 and 7, respectively. That is, the first
1 of the bit-vector for 25 occurs in position 1, while the first 1 in the bit-vector 
for 30 occurs at position 8. We therefore generate 1 in position 1.

Next, we must decode the next run for age 25, since that bit-vector may 
produce another 1 before age 30’s bit-vector produces a 1 at position 8. How
ever, the next run for age 25 is 7, which says that this bit-vector next produces 
a 1 at position 9. We therefore generate six 0’s and the 1 at position 8 that 
comes from the bit-vector for age 30. The 1 at position 9 from age 25’s bit- 
vector is produced. Neither bit-vector produces any more l ’s for the output. 
We conclude that the OR of these bit-vectors is 100000011. Technically, we 
must append 000, since uncompressed bit-vectors are of length twelve in this 
example. □

14.7.4 Managing Bitmap Indexes
We have described operations on bitmap indexes without addressing three im
portant issues:

1. When we want to find the bit-vector for a given value, or the bit-vectors 
corresponding to values in a given range, how do we find these efficiently?

2. When we have selected a set of records that answer our query, how do we 
retrieve those records efficiently?
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3. When the data file changes by insertion or deletion of records, how do we 
adjust the bitmap index on a given field?

F in d in g  B it-V ectors

Think of each bit-vector as a record whose key is the value corresponding to 
this bit-vector (although the value itself does not appear in this “record”). 
Then any secondary index technique will take us efficiently from values to their 
bit-vectors.

We also need to store the bit-vectors somewhere. It is best to think of them 
as variable-length records, since they will generally grow as more records are 
added to the data file. The techniques of Section 13.7 are useful.

F in d in g  R ecords

Now let us consider the second question: once we have determined that we need 
record k of the data file, how do we find it? Again, techniques we have seen 
already may be adapted. Think of the fcth record as having search-key value 
k (although this key does not actually appear in the record). We may then 
create a secondary index on the data file, whose search key is the number of 
the record.

H an d lin g  M od ification s to  th e  D a ta  F ile

There are two aspects to the problem of reflecting data-file modifications in a 
bitmap index.

1. Record numbers must remain fixed once assigned.

2. Changes to the data file require the bitmap index to  change as well.

The consequence of point (1) is that when we delete record i, it is easiest 
to “retire” its number. Its space is replaced by a “tombstone” in the data file. 
The bitmap index must also be changed, since the bit-vector that had a 1 in 
position i must have that 1 changed to 0. Note that we can find the appropriate 
bit-vector, since we know what value record i had before deletion.

Next consider insertion of a new record. We keep track of the next available 
record number and assign it to the new record. Then, for each bitmap index, 
we must determine the value the new record has in the corresponding field and 
modify the bit-vector for that value by appending a 1 at the end. Technically, 
all the other bit-vectors in this index get a new 0 at the end, but if we are using 
a compression technique such as that of Section 14.7.2, then no change to the 
compressed values is needed.

As a special case, the new record may have a value for the indexed field 
that has not been seen before. In that case, we need a new bit-vector for 
this value, and this bit-vector and its corresponding value need to be inserted
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into the secondary-index structure that is used to find a bit-vector given its 
corresponding value.

Lastly, consider a modification to a record i of the data file that changes 
the value of a field that has a bitmap index, say from value v to value w. We 
must find the bit-vector for v and change the 1 in position i to 0. If there is a 
bit-vector for value w, then we change its 0 in position i to 1. If there is not 
yet a bit-vector for w, then we create it as discussed in the paragraph above for 
the case when an insertion introduces a new value.

14.7.5 Exercises for Section 14.7
Exercise 14.7.1: For the data of Fig. 14.36, show the bitmap indexes for 
the attributes: (a) speed (b) ram (c) hd, both in (?) uncompressed form, and 
(ii) compressed form using the scheme of Section 14.7.2.

Exercise 14.7.2: Using the bitmaps of Example 14.41, find the jewelry buyers 
with an age in the range 20-40 and a salary in the range 0-100.

Exercise 14.7.3: Consider a file of 1,000,000 records, with a field F  that has 
m different values.

a) As a function of m, how many bytes does the bitmap index for F  have?

! b) Suppose that the records numbered from 1 to 1,000,000 are given values 
for the field F  in a round-robin fashion, so each value appears every m  
records. How many bytes would be consumed by a compressed index?

E xercise 14.7.4: We suggested in Section 14.7.2 that it was possible to reduce 
the number of bits taken to encode number i from the 2 log2 i that we used in 
that section until it is close to log2 i. Show how to approach that limit as closely 
as you like, as long as i is large. Hint: We used a unary encoding of the length 
of the binary encoding that we used for i. Can you encode the length of the 
code in binary?

E xercise 14.7.5: Encode, using the scheme of Section 14.7.2, the following 
bitmaps:

a) 0110000000100000100.

b) 10000010000001001101.

c) 0001000000000010000010000.

14.8 Summary of Chapter 14
♦  Sequential Files: Several simple file organizations begin by sorting the 

data file according to some sort key and placing an index on this file.



♦  Dense and Sparse Indexes: Dense indexes have a key-pointer pair for 
every record in the data file, while sparse indexes have one key-pointer 
pair for each block of the data file.

♦  Multilevel Indexes: It is sometimes useful to put an index on the index 
file itself, an index file on that, and so on. Higher levels of index must be 
sparse.

♦  Secondary Indexes: An index on a search key K  can be created even if 
the data file is not sorted by K . Such an index must be dense.

♦  Inverted Indexes: The relation between documents and the words they 
contain is often represented by an index structure with word-pointer pairs. 
The pointer goes to a place in a “bucket” file where is found a list of 
pointers to places where that word occurs.

♦  B-trees: These structures are essentially multilevel indexes, with graceful 
growth capabilities. Blocks with n keys and n + 1 pointers are organized 
in a tree, with the leaves pointing to records. All nonroot blocks are 
between half-full and completely full at all times.

♦  Hash Tables: We can create hash tables out of blocks in secondary mem
ory, much as we can create main-memory hash tables. A hash function 
maps search-key values to buckets, effectively partitioning the records of 
a data file into many small groups (the buckets). Buckets are represented 
by a block and possible overflow blocks.

♦  Extensible Hashing: This method allows the number of buckets to double 
whenever any bucket has too many records. It uses an array of pointers 
to blocks that represent the buckets. To avoid having too many blocks, 
several buckets can be represented by the same block.

♦  Linear Hashing: This method grows the number of buckets by 1 each time 
the ratio of records to buckets exceeds a threshold. Since the population 
of a single bucket cannot cause the table to expand, overflow blocks for 
buckets are needed in some situations.

♦  Queries Needing Multidimensional Indexes: The sorts of queries that 
need to be supported on multidimensional data include partial-match (all 
points with specified values in a subset of the dimensions), range queries 
(all points within a range in each dimension), nearest-neighbor (closest 
point to a given point), and where-am-I (region or regions containing a 
given point).

♦  Executing Nearest-Neighbor Queries: Many data structures allow nearest- 
neighbor queries to be executed by performing a range query around the 
target point, and expanding the range if there is no point in that range. 
We must be careful, because finding a point within a rectangular range 
may not rule out the possibility of a closer point outside that rectangle.
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♦  Grid Files: The grid file slices the space of points in each of the dimen
sions. The grid lines can be spaced differently, and there can be different 
numbers of lines for each dimension. Grid files support range queries, 
partial-match queries, and nearest-neighbor queries well, as long as data 
is fairly uniform in distribution.

♦  Partitioned Hash Tables: A partitioned hash function constructs some 
bits of the bucket number from each dimension. They support partial- 
match queries well, and are not dependent on the data being uniformly 
distributed.

♦  Multiple-Key Indexes: A simple multidimensional structure has a root 
that is an index on one attribute, leading to a collection of indexes on a 
second attribute, which can lead to indexes on a third attribute, and so 
on. They are useful for range and nearest-neighbor queries.

♦  kd- Trees: These trees are like binary search trees, but they branch on 
different attributes at different levels. They support partial-match, range, 
and nearest-neighbor queries well. Some careful packing of tree nodes into 
blocks must be done to make the structure suitable for secondary-storage 
operations.

♦  Quad Trees: The quad tree divides a multidimensional cube into quad
rants, and recursively divides the quadrants the same way if they have too 
many points. They support partial-match, range, and nearest-neighbor 
queries.

♦  R-Trees: This form of tree normally represents a collection of regions by 
grouping them into a hierarchy of larger regions. It helps with where-am-
I queries and, if the atomic regions are actually points, will support the 
other types of queries studied in this chapter, as well.

♦  Bitmap Indexes: Multidimensional queries are supported by a form of 
index that orders the points or records and represents the positions of the 
records with a given value in an attribute by a bit vector. These indexes 
support range, nearest-neighbor, and partial-match queries.

♦  Compressed, Bitmaps: In order to save space, the bitmap indexes, which 
tend to consist of vectors with very few l ’s, are compressed by using a 
run-length encoding.

14.9 References for Chapter 14
The B-tree was the original idea of Bayer and McCreight [2]. Unlike the B+ tree 
described here, this formulation had pointers to records at the interior nodes 
as well as at the leaves. [8] is a survey of B-tree varieties.
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Hashing as a data structure goes back to Peterson [19]. Extensible hashing 
was developed by [9], while linear hashing is from [15]. The book by Knuth 
[14] contains much information on data structures, including techniques for 
selecting hash functions and designing hash tables, as well as a number of ideas 
concerning B-tree variants. The B+ tree formulation (without key values at 
interior nodes) appeared in the 1973 edition of [14].

Secondary indexes and other techniques for retrieval of documents are cov
ered by [23]. Also, [10] and [1] are surveys of index methods for text documents.

The kd-tice is from [4]. Modifications suitable for secondary storage ap
peared in [5] and [21]. Partitioned hashing and its use in partial-match retieval 
is from [20] and [7]. However, the design idea from Exercise 14.5.6 is from [22],

Grid files first appeared in [16] and the quad tree in [11]. The R-tree is from 
[13], and two extensions [24] and [3] are well known.

The bitmap index has an interesting history. There was a company called 
Nucleus, founded by Ted Glaser, that patented the idea and developed a DBMS 
in which the bitmap index was both the index structure and the data repre
sentation. The company failed in the late 1980’s, but the idea has recently 
been incorporated into several major commercial database systems. The first 
published work on the subject was [17]. [18] is a recent expansion of the idea.

There are a number of surveys of multidimensional storage structures. One 
of the earliest is [6]. More recent surveys are found in [25] and [12]. The former 
also includes surveys of several other important database topics.
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